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From the planet point of view: 

- the star is the noise, and the stellar 
spectra need modelling to be processed 

From the stellar point of view: 

- the “noise” is the signal of stellar 
dynamics and key point for studying its 
physical properties 

- the planet transits represent and relevant 
source of information for the star 

andrea.chiavassa@oca.eu

https://lagrange.oca.eu/fr/andrea-chiavassa/

In conclusion …
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Are the Sun and the stars really smooth?



Is the Sun really smooth?



What is a stellar atmosphere?


The atmosphere is the boundary to the 
invisible stellar interior: the link between 
models of stars and stellar evolution and 
observations. The phenomena of stellar 
evolution manifest themselves in the stellar 
su r f ace as changes i n chem ica l 
composition and in fundamental stellar 
parameters such as radius, surface gravity, 
effective temperature, and luminosity. 

1 R☉

Nordlund 2000,  
Encyclopedia of Astronomy and Astrophysics

The Sun



What is a stellar atmosphere?


The information we use to study distant stars 
(and hosting planets) comes from the flux they 
have emitted  

Vernazza et al. 1975

The Sun



What is a stellar atmosphere?


However, the atmospheric layers where this 
flux forms is the transition region between 
convective and radiative regime.  

The surface structures and dynamics of cool 
stars are characterised by the presence of 
convective motions and turbulent flows 
which shape the emergent spectrum. 

Convection manifests in the surface layers 
as a particular pattern of downflowing cooler 
plasma and bright areas where hot plasma 
rises (Nordlund et al. 2009).  
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A. Chiavassa et al.: Characterizing and quantifying stellar granulation during planet transits

Fig. 4. Intensity profiles obtained from the cut at x = 0, y > 0 in the
synthetic disk images of Fig. 2. The black curves are the overlap of
N = 42 di↵erent images. The number N depends on the duration of
the transit of Kepler 11-f (7 h, Table 3) and the observed granulation
timescale for the Sun is ⇠10 min (see text). The intensity profiles are
normalized to the intensity at the disk center (R = 0.0). The green line
is the temporal average profile.

In the infrared, the situation is di↵erent: for both the Sun
and the K dwarf, the photon noise is greater than the black-body
noise for all wavelength ranges; moreover, K dwarf values are
higher than the Sun owing to the lower e↵ective temperature of
the star and the consequent displacement of the radiation peak.
Furthermore, increasing the number of N realizations (up to N =
80) for the granulation average (i.e., �t = 13.3 h) returns values
very similar to Fig. 6.

Granulation significantly a↵ects the photon noise in various
wavelength ranges compared to the black-body approximation,
so that transit uncertainties based on the black-body approxima-
tion can overestimate or underestimate the uncertainties, depend-
ing on the wavelength range considered. Furthermore, it is im-
portant to consider the change in the granulation pattern during
the photometric measurements of transits like the one considered
in this work, as developed in the next section.

4.2. Flux variations caused by the transiting planet

Chiavassa et al. (2015) modeled the transit light curve of Venus
in 2004 assuming the 3D RHD simulation of the Sun (the same
as we used here) for the background solar disk. They showed that

Fig. 5. Top panel: number of photons ('?granulation for the synthetic Sun
(black) and K dwarf (red) calculated as described in the text and for the
wavelengths of Table 2. Central and bottom panels: enlargements for
the Sun in the optical and infrared.

in terms of transit depth and ingress/egress slopes as well as the
emerging flux, the RHD simulation is well adapted to interpret
the observed data. Furthermore, they reported that the granula-
tion causes intrinsic changes in the total solar irradiance over the
same time interval as the Venus transit, arguing that the gran-
ulation is a source of an intrinsic noise that may a↵ect precise
measurements of exoplanet transits.

In this work, we extended their analysis to the simulations
of Table 1 (i.e., adding more calculations for the Sun and the
K dwarf) and to the large set of wavelength bands of Table 2. We
used the following procedure:

– we chose three prototypes of planets with di↵erent sizes and
transit time lengths corresponding to a hot Jupiter, a hot

A94, page 5 of 12
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Is the Sun really smooth?

What is the impact of stellar granulation on 
the observed planetary signal?


•Photometric transits

•Brightness and velocity variability

•High spectral resolution






Modelling stellar atmospheres



What is a model atmosphere?


The model atmosphere consists of a table of 
numbers giving the source function and the 
pressure as a function of the optical depth 
and for a particular chemical composition.  

Gray, D.; Stellar Photosphere (book)

One dimensional hydrostatic 
(since the 70ies)

Multi-dimensional hydrostatic 
(since the 90ies)



1D, since 1970… Multi-D, since 1990…

What is a model atmosphere?




3D (M-)RHD simulations of stellar convection

Configuration: box-in-a-star, including about 10 granules 
Boundaries: Bottom and top open, periodic on the side  
Gravitation potential: constant over the box  
Depth: typical 10 pressure scale height 
Radiation Scheme: long characteristic, up to 48 bins 
Stellar type: Main sequence to Red Giant Branch 
Computational time (12 bins): few days to few weeks (MPI)

3D radiative hydrodynamical simulations of stellar convection solve the equations for the 
compressible hydrodynamics (conservation of mass, energy and momentum) coupled 
with non-local transport of radiation with detailed opacities 

Stagger-Code (Nordlund et al. 2009, LRSP, 
6; Collet et al. 2011, A&A, 528)


 

CO5BOLD (Freytag et al. 2012, JCP, 919) 

MURaM (Vögler et al. 2005, A&A, 429) 

Three main codes:



Stagger-Code 
CO5BOLD MURaM

46 Chapter 2. A journey cross Hertzsprung-Russel diagram
A&A 557, A26 (2013)

of 0.5 above that8. We decided to apply the same parameters Te↵
and log g for all metallicities, in order to facilitate the interpo-
lation of (averaged) models within a regular grid in stellar pa-
rameters. In addition, the grid also includes the Sun with its
non-solar metallicity analogs, and four additional standard stars,
namely HD 84937, HD 140283, HD 122563 and G 64-12 that are
presented in Bergemann et al. (2012). For metal-poor chemical
compositions with [Fe/H] � �1.0 we applied an ↵-enhancement
of [↵/Fe] = +0.4 dex, in order to account for the enrichment by
core-collapse supernovae (Ruchti et al. 2010).

In Fig. 1, we present an overview of our simulations in
stellar parameter space. Therein, we also show evolutionary
tracks (Weiss & Schlattl 2008) for stars with masses from 0.7
to 1.5 M� and solar metallicity, in order to justify our choice of
targeted stellar parameters. Hence, the grid covers the evolution-
ary phases from the main-sequence (MS) over the turno↵ (TO)
up to the red-giant branch (RGB) for low-mass stars. In addi-
tion, the RGB part of the diagram in practice also covers stars
with higher masses, since these are characterized by similar stel-
lar atmospheric parameters.

2.3. Scaling and relaxing 3D models

Generating large numbers of 1D atmosphere models is relatively
cheap in terms of computational costs, but the same is not true
for 3D models. Based on our experiences from previous simu-
lations of individual stars, we designed a standard work-flow of
procedures for generating our grid. More specifically, we devel-
oped a large set of IDL-tools incorporating the various neces-
sary steps for generating new 3D models, which we then applied
equally to all simulations. The steps are:

– Scale the starting model from an existing, relaxed 3D sim-
ulation, and perform an initial run with six opacity bins, so
that the model can adjust to the new stellar parameters.

– Check the temporal variation of Te↵ and estimate the number
of convective cells. If necessary, adjust the horizontal sizes,
in order to ensure that the simulation box is large enough to
enclose at least ten granules.

– If the optical surface has shifted upwards during the re-
laxation, add new layers at the top of it to ensure that�
log ⌧Ross

�
top < �6.0.

– Determine the period �0 of the radial p-mode with the
largest amplitude, then damp these modes with an artificial
exponential-friction term with period �0 in the momentum
equation (Eq. (2)).

– Let the natural oscillation mode of the simulation emerge
again by decreasing the damping stepwise before switching
it o↵ completely.

– Re-compute the opacity tables with 12 bins for the relaxed
simulation.

– Evolve the simulations for at least ⇠7 periods of the fun-
damental p-mode, roughly corresponding to ⇠2 convec-
tive turnover times, typically, a few thousand time-steps, of
which 100–150 snapshots equally spaced were stored and
used for analysis.

During these steps the main quantities of interest are the time
evolution of e↵ective temperature, p-mode oscillations, and
drifts in the values of the mean energy per unit mass and of the
mean density at the bottom boundary, which indicate the level

8 We use the bracket notation [X/H] = log (NX/NH)? � log (NX/NH)�
as a measure of the relative stellar to solar abundance of element X with
respect to hydrogen.

Fig. 1. Kiel diagram (Te↵� log g diagram) showing the targeted
S������-grid parameters for the 217 models, comprising seven dif-
ferent metallicities (colored circles). Four additional standard stars (see
text) are also indicated (squares). In the background, the evolutionary
tracks for stellar masses from 0.7 to 1.5 M� and for solar metallicity are
shown (thin grey lines).

of relaxation. When the drifts in these above properties stop, we
regard the simulation as relaxed. If these conditions were not
fulfilled, we continued running the model, to give the simulation
more time to properly adjust towards its new quasi-stationary
equilibrium state. Also, when the resulting e↵ective temperature
of an otherwise relaxed simulation deviated more than 100 K
from the targeted Te↵, we re-scaled the simulation to the targeted
value of Te↵ and started over from the top of our list of relaxation
steps.

The interplay between EOS, opacities, radiative transfer and
convection can shift the new location of the photosphere, when
the initial guess made by our scaling procedure slightly misses
it. This is the case for a few red giant models leading to upwards-
shifts of the optical surface and of the entire upper atmosphere
during the adjustment phase after the scaling, with the average
Rosseland optical depth ending up to be larger than required, i.e.�
log ⌧Ross

�
top � �6.0. In order to rectify this, we extended those

simulations at the top by adding extra layers on the top, until the
top layers fulfilled our requirements of

�
log ⌧Ross

�
top < �6.0.

2.3.1. Scaling the initial models

To start a new simulation, we scale an existing one with parame-
ters close to the targeted ones, preferably proceeding along lines
of constant entropy of the inflowing gas at the bottom in stellar
parameter space (see Fig. 6). In this way, we find that the relax-
ation process is much faster. In order to generate an initial model
for a set of targeted parameters, we scale temperature, density,
and pressure with depth-dependent scaling ratios derived from
two 1D models, with parameters corresponding to the current
and intended 3D model (Ludwig et al. 2009a). For this, we used
specifically computed 1D envelope models (MARCS or our own
1D models, see Sect. 3.3.1), which extend to log ⌧Ross > 4.0. The
reference depth-scale for all models in the scaling process is the
Rosseland optical depth above the photosphere and gas pressure
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In deep layers, with continuum optical depth �1 > 300
for all points in the plane, we have added the radiative
flux and its associated heating, as calculated in the dif-
fusion approximation.

2.3.1. Radiative contributions to the EOS

The EOS tables already include the radiative contri-
butions in the di�usion approximation, in particular for
energy, �deep

rad = aT 4/�, and pressure, pdeep
rad = a

3T 4. The
radiation density constant is a = 8�5k4/(15c3h3). We
use the 1D, monochromatic calibration to evaluate the
proper expressions in the atmosphere

�rad =
4�

c

J

�
= �deep

rad

J

B
, (10)

and

prad =
4�

c
K = pdeep

rad

K

B
. (11)

where K is the second angular moment of the specific
intensity. We therefore add pdeep

rad (K
B � 1) to the pressure

of the EOS table and equivalently to the internal energy.
The J/B- and K/B-ratios are extrapolated from the 1D
average to the rest of the table, as described above.

2.4. Relaxing the Simulations

A simulation for a new choice of (Te� , log g)-parameters
is started from a previous simulation with similar param-
eters. The physical dimensions of the simulation box is
scaled by the ratio of gravitational accelerations and the
average entropy structure is changed to result in a new
Te� based on all the previous simulations of the grid. The
behavior of the entropy in the asymptotically deep inte-
rior, with atmospheric parameters, is shown in Fig. 1.
This asymptotic entropy is also what we feed into the
simulations through the upflows at the bottom bound-
ary, as confirmed from exponential fits to the horizon-
tally averaged upflow entropy. The boundary a�ects the
entropy by prematurely pulling it up to the asymptotic
value, over the bottom 4–5 grid-points (0.3–0.5 pressure
scale-heights). This boundary e�ect on entropy is small,
though—only 0.4–1.5% of the atmospheric entropy jump.

If we adjust only log g (with the associated scaling of
the size of the box), but keep the entropy unchanged, the
new simulation will end up along the adiabat of the orig-
inal simulation and at the new log g. From Fig. 1 we see
that those adiabats are diagonals in the plot. Many of
the simulations lie along such adiabats, as this is the sim-
plest and fastest way of starting a new simulation. The
scaling of the box, should conceivably be accompanied
by some scaling of the velocities. It turns out, however,
that a factor of 102 change in g results in only a factor of
1.5 change in vertical velocities (1.3 for horizontal veloc-
ities). Keeping the fluxes consistent through the change,
by not changing the velocities, seemed a better approach.
These simulations will slump or expand, necessitating a
new optimization of the vertical scale and extent.

If Te� needs to be adjusted away from the starting sim-
ulations adiabat, more complicated adjustments must be
invoked. First we shift the average entropy to the new
Smax and linearly stretch the average entropy stratifica-
tion from the bottom to the atmospheric entropy mini-
mum, to match the entropy jump. The expected jump

Figure 1. The asymptotic entropy (arbitrary zero-point, see be-
low Eq. [2]), Smax/[108 erg g�1K�1], of the deep convection zone
as function of stellar atmospheric parameters. The Te� -scale is
logarithmic. The entropy is indicated with colors as shown on the
color bar, and the location of the simulations are shown with black
asterisks, except for the solar simulation which is indicated with a
�. For this figure only, we also added the simulation number from
table 2. We have over-plotted tracks of stellar evolution computed
with the MESA-code (Paxton et al. 2011), for masses as indicated
along each track. The dashed part shows the pre-main-sequence
contraction, and � and initial helium abundance, Y0, were deter-
mined from a calibration to the present Sun.

and Smax are found from inter-/extra-polations in Figs. 1
and 4 between the previous simulations. We assume the
simulations to be homologous on a gas pressure scale,
psc = pgas/pgas(peak in pturb), normalized at the loca-
tion of the maximal pturb/ptot-ratio. The whole simula-
tion cube is therefore adjusted adiabatically by the same
pressure factor, and then adjusted iso-barically to the
new entropy stratification. Our method does not rely
on linearity of the EOS, but solves numerically for en-
tropy along pressure contours. In both cases the changes,
� ln � and ��, are found from the average stratification
only, but applied to the whole cube.

With these new pressures and densities, we scale the
vertical velocities, uz,to result in the projected peak
pturb/ptot-ratio. We then adjust the amplitude of the
internal energy fluctuations (keeping all the carefully ad-
justed averages unchanged) in order to reproduce the
target convective flux. We find a hydrostatic z-scale by
inverting the equation of hydrostatic equilibrium

dP

dz
= g� � z =

� Ptot(z)

Ptot, bot

dPtot

g�
, (12)

and integrating from the bottom and up. This z-scale
will be rugged and not optimal for resolving the hydro-
and thermo-dynamics. The last step is therefore to com-
pute an optimized z-scale and interpolate the simulation
cubes to this. This procedure results in simulations that
are rather close to their (quasi-static) equilibrium state,

B. Beeck et al.: 3D simulations of stellar surface layers

Fig. 1. Stellar parameters of the six models along with three
isochrones by Bressan et al. (2012), solid line: zero-agemain se-
quence (ZAMS), dashed line: age of 1 Ga, dotted line: age of 4.5
Ga (approximate solar age) on the log g-logTe↵ plane.

run and yielded no significantly di↵erent results. The code uses
periodic side boundary conditions.

2.2. Stellar parameters

For the near-surface layers and atmosphere of a cool star, the
governing parameters are the gravitational acceleration, g, the
e↵ective temperature, Te↵ , and the chemical composition. We
use solar abundances in all cases. The e↵ective temperature and
the gravitational acceleration were chosen to match the condi-
tions in cool main-sequence stars. We have carried out simula-
tions corresponding to the following spectral types: F3V, G2V,
K0V, K5V, M0V, and M2V (stellar parameters given in table 1).
Figure 1 shows the location of the six models in the log g-logTe↵
plane along with three isochrones marking the position of the
main sequence (Bressan et al., 2012).

While gravitational acceleration and chemical composition
explicitely enter the simulations as parameters, the e↵ective tem-
perature is indirectly specified through the bottom boundary con-
dition of the code, see Sect. 2.1. For the analysis presented here,
the simulations have been run long enough with fixed inflow-
ing entropy density for any transients to dissappear, however Te↵
varies slightly due to oscillations and granulation. The standard
deviation of the temporal fluctuations of Te↵ is given in table 1.

2.3. Simulation setup

The dimensions of the computational domain (“local box”) were
adapted according to the stellar parameters: the height of the box
was chosen to contain about 13 to 15 pressure scale heights (at
least six below and six above the optical surface). The vertical
cell size (height resolution �z) was set su�ciently small to re-
solve steep temperature gradients and to maintain �z < Hp/5
at every depth, where Hp is the local pressure scale height. For
most of the models, 300 or less cells in the vertical direction
were su�cient to meet these criteria. Only the F3V model with
strongly varying pressure scale height and a very steep local
temperature gradient, required 800 cells in the vertical direc-
tion. The two equal horizontal box dimensions were scaled to
the expected granule (convection cell) size. In order to reduce
the e↵ects of the periodic boundary conditions and obtain good
statistics while maintaining su�cient spatial grid resolution, the
boxes were chosen big enough to contain 30 to 50 granules at

any given time. The horizontal dimensions were resolved into
512 ⇥ 512 grid cells. The largest computational domain of the
simulations thus comprised 512 ⇥ 512 ⇥ 800 ⇡ 2.1 · 108 cells.
Table 2 gives a summary of the computational box dimensions
and grid resolutions.

3. Results
3.1. General morphology of near-surface convection

Figure 2 gives maps of the bolometric intensity emerging ver-
tically from the simulated stellar surfaces for single snapshots
of the time-dependent simulations. All simulations show inten-
sity patterns reminiscent of solar granulation. The typical size
of the granules varies from ⇠5Mm for F3V to ⇠0.3Mm for
M2V. The rms bolometric intensity contrast (denoted by �I in
Table 1) decreases from about 20% for F3V to less than 3% in
the M2V simulation, reflecting decreasing temperature fluctua-
tions on surfaces of constant optical depth (see Sect. 3.3).

There are qualitative changes in the visual appearance of
the surface convection along the sequence of simulated stars.
For instance, the granulation pattern of the F3V model appears
“rough” and irregular owing to numerous shock waves at the
optical surface. Shocks are rarer and weaker in the near-surface
layers of the cooler stars since the typical convective velocities
are lower (also in relation to the sound speed; cf. Fig. 6). At the
cool end of our model sequence, the M-dwarf granules, which
are sustained by the slowest convective flows, have more irregu-
lar shapes but less brightness substructure than their counterparts
on the simulated G- and K-type stars. As we report quantitatively
in Paper II, their dark intergranular lanes are thinner (with re-
spect to the granule size) and vary more strongly in intensity and
width than those of the other stars (see also Ludwig et al., 2002).

Ludwig et al. (2006) found “dark knots” associated with
strong downflows and vortex motion in simulations of convec-
tion in M-type main- and pre-main-sequence objects. Our sim-
ulations show knots of high vorticity associated with strong
downflows in all models (some examples in Fig. 2 are: G2V,
(x, y) = (8.7Mm, 4.4Mm); K5V, (x, y) = (0.36Mm, 0.52Mm);
M0V, (x, y) = (0.45Mm, 0.6Mm)). They become increasingly
stable and prominent at lower e↵ective temperatures. In our
models, some of these vortices are evacuated strongly enough
by the e↵ect of the centrifugal force to become brighter than
their surroundings (cf. vortices in solar simulations studied by
Moll et al., 2011, 2012). Most frequently these bright vortex
structures occur in our two K-type simulations.
A more detailed analysis of the granulation properties and their
e↵ects on spectral lines is given in Beeck et al. (2013, Paper II,
hereafter).

3.2. Velocity field

As the visible granulation pattern is created by convective flows,
it is strongly correlated to the vertical velocities at the opti-
cal surface, �z(z = 0). Figure 3 shows �z(z = 0) for four of the
six simulations. The snapshots are taken at the same time as in
Figure 2. The colour scale of the images saturate at 2 �z,rms(z0)
with z0 := hzi⌧R=1, values of which are given in Table 1. The
granules visible in Figure 2 correspond to upflows, while the
dark intergranular lanes correspond to downdrafts. In the G-,
K-, andM-type simulations, an anti-correlation between size and
mean upflow velocity of the granules is indicated: while most of
the small convection cells appear (almost) saturated in Figure 3,
meaning their velocity reaches 2 �z,rms(z0), the larger granules

3

Figure 2.1: 3D RHD simulation-grid in the H-R diagram. Top panels: simulations computed
with Stagger-code or similar branches (Section 1.3), Stagger-grid (left, Magic et al. 2013b) and
”Trampedach” grid (right, Trampedach et al. 2013). Central panels: the CIFIST grid (left, (Lud-
wig et al. 2009) computed with CO5BOLD code, and the grid (right, Beeck et al. 2013) computed
with MURaM core (Vögler et al. 2005). Bottom panels: the White Dwarf grid (left, Tremblay et al.
2013b) and the AGB one (right, Freytag et al. 2017) computed with CO5BOLD code (Section 1.3).

dius or any other stellar parameters cannot be directly retrieved from this approach

Magic et al. 2013, A&A, 557

46 Chapter 2. A journey cross Hertzsprung-Russel diagram
A&A 557, A26 (2013)

of 0.5 above that8. We decided to apply the same parameters Te↵
and log g for all metallicities, in order to facilitate the interpo-
lation of (averaged) models within a regular grid in stellar pa-
rameters. In addition, the grid also includes the Sun with its
non-solar metallicity analogs, and four additional standard stars,
namely HD 84937, HD 140283, HD 122563 and G 64-12 that are
presented in Bergemann et al. (2012). For metal-poor chemical
compositions with [Fe/H] � �1.0 we applied an ↵-enhancement
of [↵/Fe] = +0.4 dex, in order to account for the enrichment by
core-collapse supernovae (Ruchti et al. 2010).

In Fig. 1, we present an overview of our simulations in
stellar parameter space. Therein, we also show evolutionary
tracks (Weiss & Schlattl 2008) for stars with masses from 0.7
to 1.5 M� and solar metallicity, in order to justify our choice of
targeted stellar parameters. Hence, the grid covers the evolution-
ary phases from the main-sequence (MS) over the turno↵ (TO)
up to the red-giant branch (RGB) for low-mass stars. In addi-
tion, the RGB part of the diagram in practice also covers stars
with higher masses, since these are characterized by similar stel-
lar atmospheric parameters.

2.3. Scaling and relaxing 3D models

Generating large numbers of 1D atmosphere models is relatively
cheap in terms of computational costs, but the same is not true
for 3D models. Based on our experiences from previous simu-
lations of individual stars, we designed a standard work-flow of
procedures for generating our grid. More specifically, we devel-
oped a large set of IDL-tools incorporating the various neces-
sary steps for generating new 3D models, which we then applied
equally to all simulations. The steps are:

– Scale the starting model from an existing, relaxed 3D sim-
ulation, and perform an initial run with six opacity bins, so
that the model can adjust to the new stellar parameters.

– Check the temporal variation of Te↵ and estimate the number
of convective cells. If necessary, adjust the horizontal sizes,
in order to ensure that the simulation box is large enough to
enclose at least ten granules.

– If the optical surface has shifted upwards during the re-
laxation, add new layers at the top of it to ensure that�
log ⌧Ross

�
top < �6.0.

– Determine the period �0 of the radial p-mode with the
largest amplitude, then damp these modes with an artificial
exponential-friction term with period �0 in the momentum
equation (Eq. (2)).

– Let the natural oscillation mode of the simulation emerge
again by decreasing the damping stepwise before switching
it o↵ completely.

– Re-compute the opacity tables with 12 bins for the relaxed
simulation.

– Evolve the simulations for at least ⇠7 periods of the fun-
damental p-mode, roughly corresponding to ⇠2 convec-
tive turnover times, typically, a few thousand time-steps, of
which 100–150 snapshots equally spaced were stored and
used for analysis.

During these steps the main quantities of interest are the time
evolution of e↵ective temperature, p-mode oscillations, and
drifts in the values of the mean energy per unit mass and of the
mean density at the bottom boundary, which indicate the level

8 We use the bracket notation [X/H] = log (NX/NH)? � log (NX/NH)�
as a measure of the relative stellar to solar abundance of element X with
respect to hydrogen.

Fig. 1. Kiel diagram (Te↵� log g diagram) showing the targeted
S������-grid parameters for the 217 models, comprising seven dif-
ferent metallicities (colored circles). Four additional standard stars (see
text) are also indicated (squares). In the background, the evolutionary
tracks for stellar masses from 0.7 to 1.5 M� and for solar metallicity are
shown (thin grey lines).

of relaxation. When the drifts in these above properties stop, we
regard the simulation as relaxed. If these conditions were not
fulfilled, we continued running the model, to give the simulation
more time to properly adjust towards its new quasi-stationary
equilibrium state. Also, when the resulting e↵ective temperature
of an otherwise relaxed simulation deviated more than 100 K
from the targeted Te↵, we re-scaled the simulation to the targeted
value of Te↵ and started over from the top of our list of relaxation
steps.

The interplay between EOS, opacities, radiative transfer and
convection can shift the new location of the photosphere, when
the initial guess made by our scaling procedure slightly misses
it. This is the case for a few red giant models leading to upwards-
shifts of the optical surface and of the entire upper atmosphere
during the adjustment phase after the scaling, with the average
Rosseland optical depth ending up to be larger than required, i.e.�
log ⌧Ross

�
top � �6.0. In order to rectify this, we extended those

simulations at the top by adding extra layers on the top, until the
top layers fulfilled our requirements of

�
log ⌧Ross

�
top < �6.0.

2.3.1. Scaling the initial models

To start a new simulation, we scale an existing one with parame-
ters close to the targeted ones, preferably proceeding along lines
of constant entropy of the inflowing gas at the bottom in stellar
parameter space (see Fig. 6). In this way, we find that the relax-
ation process is much faster. In order to generate an initial model
for a set of targeted parameters, we scale temperature, density,
and pressure with depth-dependent scaling ratios derived from
two 1D models, with parameters corresponding to the current
and intended 3D model (Ludwig et al. 2009a). For this, we used
specifically computed 1D envelope models (MARCS or our own
1D models, see Sect. 3.3.1), which extend to log ⌧Ross > 4.0. The
reference depth-scale for all models in the scaling process is the
Rosseland optical depth above the photosphere and gas pressure
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In deep layers, with continuum optical depth �1 > 300
for all points in the plane, we have added the radiative
flux and its associated heating, as calculated in the dif-
fusion approximation.

2.3.1. Radiative contributions to the EOS

The EOS tables already include the radiative contri-
butions in the di�usion approximation, in particular for
energy, �deep

rad = aT 4/�, and pressure, pdeep
rad = a

3T 4. The
radiation density constant is a = 8�5k4/(15c3h3). We
use the 1D, monochromatic calibration to evaluate the
proper expressions in the atmosphere

�rad =
4�

c

J

�
= �deep

rad

J

B
, (10)

and

prad =
4�

c
K = pdeep

rad

K

B
. (11)

where K is the second angular moment of the specific
intensity. We therefore add pdeep

rad (K
B � 1) to the pressure

of the EOS table and equivalently to the internal energy.
The J/B- and K/B-ratios are extrapolated from the 1D
average to the rest of the table, as described above.

2.4. Relaxing the Simulations

A simulation for a new choice of (Te� , log g)-parameters
is started from a previous simulation with similar param-
eters. The physical dimensions of the simulation box is
scaled by the ratio of gravitational accelerations and the
average entropy structure is changed to result in a new
Te� based on all the previous simulations of the grid. The
behavior of the entropy in the asymptotically deep inte-
rior, with atmospheric parameters, is shown in Fig. 1.
This asymptotic entropy is also what we feed into the
simulations through the upflows at the bottom bound-
ary, as confirmed from exponential fits to the horizon-
tally averaged upflow entropy. The boundary a�ects the
entropy by prematurely pulling it up to the asymptotic
value, over the bottom 4–5 grid-points (0.3–0.5 pressure
scale-heights). This boundary e�ect on entropy is small,
though—only 0.4–1.5% of the atmospheric entropy jump.

If we adjust only log g (with the associated scaling of
the size of the box), but keep the entropy unchanged, the
new simulation will end up along the adiabat of the orig-
inal simulation and at the new log g. From Fig. 1 we see
that those adiabats are diagonals in the plot. Many of
the simulations lie along such adiabats, as this is the sim-
plest and fastest way of starting a new simulation. The
scaling of the box, should conceivably be accompanied
by some scaling of the velocities. It turns out, however,
that a factor of 102 change in g results in only a factor of
1.5 change in vertical velocities (1.3 for horizontal veloc-
ities). Keeping the fluxes consistent through the change,
by not changing the velocities, seemed a better approach.
These simulations will slump or expand, necessitating a
new optimization of the vertical scale and extent.

If Te� needs to be adjusted away from the starting sim-
ulations adiabat, more complicated adjustments must be
invoked. First we shift the average entropy to the new
Smax and linearly stretch the average entropy stratifica-
tion from the bottom to the atmospheric entropy mini-
mum, to match the entropy jump. The expected jump

Figure 1. The asymptotic entropy (arbitrary zero-point, see be-
low Eq. [2]), Smax/[108 erg g�1K�1], of the deep convection zone
as function of stellar atmospheric parameters. The Te� -scale is
logarithmic. The entropy is indicated with colors as shown on the
color bar, and the location of the simulations are shown with black
asterisks, except for the solar simulation which is indicated with a
�. For this figure only, we also added the simulation number from
table 2. We have over-plotted tracks of stellar evolution computed
with the MESA-code (Paxton et al. 2011), for masses as indicated
along each track. The dashed part shows the pre-main-sequence
contraction, and � and initial helium abundance, Y0, were deter-
mined from a calibration to the present Sun.

and Smax are found from inter-/extra-polations in Figs. 1
and 4 between the previous simulations. We assume the
simulations to be homologous on a gas pressure scale,
psc = pgas/pgas(peak in pturb), normalized at the loca-
tion of the maximal pturb/ptot-ratio. The whole simula-
tion cube is therefore adjusted adiabatically by the same
pressure factor, and then adjusted iso-barically to the
new entropy stratification. Our method does not rely
on linearity of the EOS, but solves numerically for en-
tropy along pressure contours. In both cases the changes,
� ln � and ��, are found from the average stratification
only, but applied to the whole cube.

With these new pressures and densities, we scale the
vertical velocities, uz,to result in the projected peak
pturb/ptot-ratio. We then adjust the amplitude of the
internal energy fluctuations (keeping all the carefully ad-
justed averages unchanged) in order to reproduce the
target convective flux. We find a hydrostatic z-scale by
inverting the equation of hydrostatic equilibrium

dP

dz
= g� � z =

� Ptot(z)

Ptot, bot

dPtot

g�
, (12)

and integrating from the bottom and up. This z-scale
will be rugged and not optimal for resolving the hydro-
and thermo-dynamics. The last step is therefore to com-
pute an optimized z-scale and interpolate the simulation
cubes to this. This procedure results in simulations that
are rather close to their (quasi-static) equilibrium state,

B. Beeck et al.: 3D simulations of stellar surface layers

Fig. 1. Stellar parameters of the six models along with three
isochrones by Bressan et al. (2012), solid line: zero-agemain se-
quence (ZAMS), dashed line: age of 1 Ga, dotted line: age of 4.5
Ga (approximate solar age) on the log g-logTe↵ plane.

run and yielded no significantly di↵erent results. The code uses
periodic side boundary conditions.

2.2. Stellar parameters

For the near-surface layers and atmosphere of a cool star, the
governing parameters are the gravitational acceleration, g, the
e↵ective temperature, Te↵ , and the chemical composition. We
use solar abundances in all cases. The e↵ective temperature and
the gravitational acceleration were chosen to match the condi-
tions in cool main-sequence stars. We have carried out simula-
tions corresponding to the following spectral types: F3V, G2V,
K0V, K5V, M0V, and M2V (stellar parameters given in table 1).
Figure 1 shows the location of the six models in the log g-logTe↵
plane along with three isochrones marking the position of the
main sequence (Bressan et al., 2012).

While gravitational acceleration and chemical composition
explicitely enter the simulations as parameters, the e↵ective tem-
perature is indirectly specified through the bottom boundary con-
dition of the code, see Sect. 2.1. For the analysis presented here,
the simulations have been run long enough with fixed inflow-
ing entropy density for any transients to dissappear, however Te↵
varies slightly due to oscillations and granulation. The standard
deviation of the temporal fluctuations of Te↵ is given in table 1.

2.3. Simulation setup

The dimensions of the computational domain (“local box”) were
adapted according to the stellar parameters: the height of the box
was chosen to contain about 13 to 15 pressure scale heights (at
least six below and six above the optical surface). The vertical
cell size (height resolution �z) was set su�ciently small to re-
solve steep temperature gradients and to maintain �z < Hp/5
at every depth, where Hp is the local pressure scale height. For
most of the models, 300 or less cells in the vertical direction
were su�cient to meet these criteria. Only the F3V model with
strongly varying pressure scale height and a very steep local
temperature gradient, required 800 cells in the vertical direc-
tion. The two equal horizontal box dimensions were scaled to
the expected granule (convection cell) size. In order to reduce
the e↵ects of the periodic boundary conditions and obtain good
statistics while maintaining su�cient spatial grid resolution, the
boxes were chosen big enough to contain 30 to 50 granules at

any given time. The horizontal dimensions were resolved into
512 ⇥ 512 grid cells. The largest computational domain of the
simulations thus comprised 512 ⇥ 512 ⇥ 800 ⇡ 2.1 · 108 cells.
Table 2 gives a summary of the computational box dimensions
and grid resolutions.

3. Results
3.1. General morphology of near-surface convection

Figure 2 gives maps of the bolometric intensity emerging ver-
tically from the simulated stellar surfaces for single snapshots
of the time-dependent simulations. All simulations show inten-
sity patterns reminiscent of solar granulation. The typical size
of the granules varies from ⇠5Mm for F3V to ⇠0.3Mm for
M2V. The rms bolometric intensity contrast (denoted by �I in
Table 1) decreases from about 20% for F3V to less than 3% in
the M2V simulation, reflecting decreasing temperature fluctua-
tions on surfaces of constant optical depth (see Sect. 3.3).

There are qualitative changes in the visual appearance of
the surface convection along the sequence of simulated stars.
For instance, the granulation pattern of the F3V model appears
“rough” and irregular owing to numerous shock waves at the
optical surface. Shocks are rarer and weaker in the near-surface
layers of the cooler stars since the typical convective velocities
are lower (also in relation to the sound speed; cf. Fig. 6). At the
cool end of our model sequence, the M-dwarf granules, which
are sustained by the slowest convective flows, have more irregu-
lar shapes but less brightness substructure than their counterparts
on the simulated G- and K-type stars. As we report quantitatively
in Paper II, their dark intergranular lanes are thinner (with re-
spect to the granule size) and vary more strongly in intensity and
width than those of the other stars (see also Ludwig et al., 2002).

Ludwig et al. (2006) found “dark knots” associated with
strong downflows and vortex motion in simulations of convec-
tion in M-type main- and pre-main-sequence objects. Our sim-
ulations show knots of high vorticity associated with strong
downflows in all models (some examples in Fig. 2 are: G2V,
(x, y) = (8.7Mm, 4.4Mm); K5V, (x, y) = (0.36Mm, 0.52Mm);
M0V, (x, y) = (0.45Mm, 0.6Mm)). They become increasingly
stable and prominent at lower e↵ective temperatures. In our
models, some of these vortices are evacuated strongly enough
by the e↵ect of the centrifugal force to become brighter than
their surroundings (cf. vortices in solar simulations studied by
Moll et al., 2011, 2012). Most frequently these bright vortex
structures occur in our two K-type simulations.
A more detailed analysis of the granulation properties and their
e↵ects on spectral lines is given in Beeck et al. (2013, Paper II,
hereafter).

3.2. Velocity field

As the visible granulation pattern is created by convective flows,
it is strongly correlated to the vertical velocities at the opti-
cal surface, �z(z = 0). Figure 3 shows �z(z = 0) for four of the
six simulations. The snapshots are taken at the same time as in
Figure 2. The colour scale of the images saturate at 2 �z,rms(z0)
with z0 := hzi⌧R=1, values of which are given in Table 1. The
granules visible in Figure 2 correspond to upflows, while the
dark intergranular lanes correspond to downdrafts. In the G-,
K-, andM-type simulations, an anti-correlation between size and
mean upflow velocity of the granules is indicated: while most of
the small convection cells appear (almost) saturated in Figure 3,
meaning their velocity reaches 2 �z,rms(z0), the larger granules

3

Figure 2.1: 3D RHD simulation-grid in the H-R diagram. Top panels: simulations computed
with Stagger-code or similar branches (Section 1.3), Stagger-grid (left, Magic et al. 2013b) and
”Trampedach” grid (right, Trampedach et al. 2013). Central panels: the CIFIST grid (left, (Lud-
wig et al. 2009) computed with CO5BOLD code, and the grid (right, Beeck et al. 2013) computed
with MURaM core (Vögler et al. 2005). Bottom panels: the White Dwarf grid (left, Tremblay et al.
2013b) and the AGB one (right, Freytag et al. 2017) computed with CO5BOLD code (Section 1.3).

dius or any other stellar parameters cannot be directly retrieved from this approach
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of 0.5 above that8. We decided to apply the same parameters Te↵
and log g for all metallicities, in order to facilitate the interpo-
lation of (averaged) models within a regular grid in stellar pa-
rameters. In addition, the grid also includes the Sun with its
non-solar metallicity analogs, and four additional standard stars,
namely HD 84937, HD 140283, HD 122563 and G 64-12 that are
presented in Bergemann et al. (2012). For metal-poor chemical
compositions with [Fe/H] � �1.0 we applied an ↵-enhancement
of [↵/Fe] = +0.4 dex, in order to account for the enrichment by
core-collapse supernovae (Ruchti et al. 2010).

In Fig. 1, we present an overview of our simulations in
stellar parameter space. Therein, we also show evolutionary
tracks (Weiss & Schlattl 2008) for stars with masses from 0.7
to 1.5 M� and solar metallicity, in order to justify our choice of
targeted stellar parameters. Hence, the grid covers the evolution-
ary phases from the main-sequence (MS) over the turno↵ (TO)
up to the red-giant branch (RGB) for low-mass stars. In addi-
tion, the RGB part of the diagram in practice also covers stars
with higher masses, since these are characterized by similar stel-
lar atmospheric parameters.

2.3. Scaling and relaxing 3D models

Generating large numbers of 1D atmosphere models is relatively
cheap in terms of computational costs, but the same is not true
for 3D models. Based on our experiences from previous simu-
lations of individual stars, we designed a standard work-flow of
procedures for generating our grid. More specifically, we devel-
oped a large set of IDL-tools incorporating the various neces-
sary steps for generating new 3D models, which we then applied
equally to all simulations. The steps are:

– Scale the starting model from an existing, relaxed 3D sim-
ulation, and perform an initial run with six opacity bins, so
that the model can adjust to the new stellar parameters.

– Check the temporal variation of Te↵ and estimate the number
of convective cells. If necessary, adjust the horizontal sizes,
in order to ensure that the simulation box is large enough to
enclose at least ten granules.

– If the optical surface has shifted upwards during the re-
laxation, add new layers at the top of it to ensure that�
log ⌧Ross

�
top < �6.0.

– Determine the period �0 of the radial p-mode with the
largest amplitude, then damp these modes with an artificial
exponential-friction term with period �0 in the momentum
equation (Eq. (2)).

– Let the natural oscillation mode of the simulation emerge
again by decreasing the damping stepwise before switching
it o↵ completely.

– Re-compute the opacity tables with 12 bins for the relaxed
simulation.

– Evolve the simulations for at least ⇠7 periods of the fun-
damental p-mode, roughly corresponding to ⇠2 convec-
tive turnover times, typically, a few thousand time-steps, of
which 100–150 snapshots equally spaced were stored and
used for analysis.

During these steps the main quantities of interest are the time
evolution of e↵ective temperature, p-mode oscillations, and
drifts in the values of the mean energy per unit mass and of the
mean density at the bottom boundary, which indicate the level

8 We use the bracket notation [X/H] = log (NX/NH)? � log (NX/NH)�
as a measure of the relative stellar to solar abundance of element X with
respect to hydrogen.

Fig. 1. Kiel diagram (Te↵� log g diagram) showing the targeted
S������-grid parameters for the 217 models, comprising seven dif-
ferent metallicities (colored circles). Four additional standard stars (see
text) are also indicated (squares). In the background, the evolutionary
tracks for stellar masses from 0.7 to 1.5 M� and for solar metallicity are
shown (thin grey lines).

of relaxation. When the drifts in these above properties stop, we
regard the simulation as relaxed. If these conditions were not
fulfilled, we continued running the model, to give the simulation
more time to properly adjust towards its new quasi-stationary
equilibrium state. Also, when the resulting e↵ective temperature
of an otherwise relaxed simulation deviated more than 100 K
from the targeted Te↵, we re-scaled the simulation to the targeted
value of Te↵ and started over from the top of our list of relaxation
steps.

The interplay between EOS, opacities, radiative transfer and
convection can shift the new location of the photosphere, when
the initial guess made by our scaling procedure slightly misses
it. This is the case for a few red giant models leading to upwards-
shifts of the optical surface and of the entire upper atmosphere
during the adjustment phase after the scaling, with the average
Rosseland optical depth ending up to be larger than required, i.e.�
log ⌧Ross

�
top � �6.0. In order to rectify this, we extended those

simulations at the top by adding extra layers on the top, until the
top layers fulfilled our requirements of

�
log ⌧Ross

�
top < �6.0.

2.3.1. Scaling the initial models

To start a new simulation, we scale an existing one with parame-
ters close to the targeted ones, preferably proceeding along lines
of constant entropy of the inflowing gas at the bottom in stellar
parameter space (see Fig. 6). In this way, we find that the relax-
ation process is much faster. In order to generate an initial model
for a set of targeted parameters, we scale temperature, density,
and pressure with depth-dependent scaling ratios derived from
two 1D models, with parameters corresponding to the current
and intended 3D model (Ludwig et al. 2009a). For this, we used
specifically computed 1D envelope models (MARCS or our own
1D models, see Sect. 3.3.1), which extend to log ⌧Ross > 4.0. The
reference depth-scale for all models in the scaling process is the
Rosseland optical depth above the photosphere and gas pressure
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In deep layers, with continuum optical depth �1 > 300
for all points in the plane, we have added the radiative
flux and its associated heating, as calculated in the dif-
fusion approximation.

2.3.1. Radiative contributions to the EOS

The EOS tables already include the radiative contri-
butions in the di�usion approximation, in particular for
energy, �deep

rad = aT 4/�, and pressure, pdeep
rad = a

3T 4. The
radiation density constant is a = 8�5k4/(15c3h3). We
use the 1D, monochromatic calibration to evaluate the
proper expressions in the atmosphere

�rad =
4�

c

J

�
= �deep

rad

J

B
, (10)

and

prad =
4�

c
K = pdeep

rad

K

B
. (11)

where K is the second angular moment of the specific
intensity. We therefore add pdeep

rad (K
B � 1) to the pressure

of the EOS table and equivalently to the internal energy.
The J/B- and K/B-ratios are extrapolated from the 1D
average to the rest of the table, as described above.

2.4. Relaxing the Simulations

A simulation for a new choice of (Te� , log g)-parameters
is started from a previous simulation with similar param-
eters. The physical dimensions of the simulation box is
scaled by the ratio of gravitational accelerations and the
average entropy structure is changed to result in a new
Te� based on all the previous simulations of the grid. The
behavior of the entropy in the asymptotically deep inte-
rior, with atmospheric parameters, is shown in Fig. 1.
This asymptotic entropy is also what we feed into the
simulations through the upflows at the bottom bound-
ary, as confirmed from exponential fits to the horizon-
tally averaged upflow entropy. The boundary a�ects the
entropy by prematurely pulling it up to the asymptotic
value, over the bottom 4–5 grid-points (0.3–0.5 pressure
scale-heights). This boundary e�ect on entropy is small,
though—only 0.4–1.5% of the atmospheric entropy jump.

If we adjust only log g (with the associated scaling of
the size of the box), but keep the entropy unchanged, the
new simulation will end up along the adiabat of the orig-
inal simulation and at the new log g. From Fig. 1 we see
that those adiabats are diagonals in the plot. Many of
the simulations lie along such adiabats, as this is the sim-
plest and fastest way of starting a new simulation. The
scaling of the box, should conceivably be accompanied
by some scaling of the velocities. It turns out, however,
that a factor of 102 change in g results in only a factor of
1.5 change in vertical velocities (1.3 for horizontal veloc-
ities). Keeping the fluxes consistent through the change,
by not changing the velocities, seemed a better approach.
These simulations will slump or expand, necessitating a
new optimization of the vertical scale and extent.

If Te� needs to be adjusted away from the starting sim-
ulations adiabat, more complicated adjustments must be
invoked. First we shift the average entropy to the new
Smax and linearly stretch the average entropy stratifica-
tion from the bottom to the atmospheric entropy mini-
mum, to match the entropy jump. The expected jump

Figure 1. The asymptotic entropy (arbitrary zero-point, see be-
low Eq. [2]), Smax/[108 erg g�1K�1], of the deep convection zone
as function of stellar atmospheric parameters. The Te� -scale is
logarithmic. The entropy is indicated with colors as shown on the
color bar, and the location of the simulations are shown with black
asterisks, except for the solar simulation which is indicated with a
�. For this figure only, we also added the simulation number from
table 2. We have over-plotted tracks of stellar evolution computed
with the MESA-code (Paxton et al. 2011), for masses as indicated
along each track. The dashed part shows the pre-main-sequence
contraction, and � and initial helium abundance, Y0, were deter-
mined from a calibration to the present Sun.

and Smax are found from inter-/extra-polations in Figs. 1
and 4 between the previous simulations. We assume the
simulations to be homologous on a gas pressure scale,
psc = pgas/pgas(peak in pturb), normalized at the loca-
tion of the maximal pturb/ptot-ratio. The whole simula-
tion cube is therefore adjusted adiabatically by the same
pressure factor, and then adjusted iso-barically to the
new entropy stratification. Our method does not rely
on linearity of the EOS, but solves numerically for en-
tropy along pressure contours. In both cases the changes,
� ln � and ��, are found from the average stratification
only, but applied to the whole cube.

With these new pressures and densities, we scale the
vertical velocities, uz,to result in the projected peak
pturb/ptot-ratio. We then adjust the amplitude of the
internal energy fluctuations (keeping all the carefully ad-
justed averages unchanged) in order to reproduce the
target convective flux. We find a hydrostatic z-scale by
inverting the equation of hydrostatic equilibrium

dP

dz
= g� � z =

� Ptot(z)

Ptot, bot

dPtot

g�
, (12)

and integrating from the bottom and up. This z-scale
will be rugged and not optimal for resolving the hydro-
and thermo-dynamics. The last step is therefore to com-
pute an optimized z-scale and interpolate the simulation
cubes to this. This procedure results in simulations that
are rather close to their (quasi-static) equilibrium state,
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Fig. 1. Stellar parameters of the six models along with three
isochrones by Bressan et al. (2012), solid line: zero-agemain se-
quence (ZAMS), dashed line: age of 1 Ga, dotted line: age of 4.5
Ga (approximate solar age) on the log g-logTe↵ plane.

run and yielded no significantly di↵erent results. The code uses
periodic side boundary conditions.

2.2. Stellar parameters

For the near-surface layers and atmosphere of a cool star, the
governing parameters are the gravitational acceleration, g, the
e↵ective temperature, Te↵ , and the chemical composition. We
use solar abundances in all cases. The e↵ective temperature and
the gravitational acceleration were chosen to match the condi-
tions in cool main-sequence stars. We have carried out simula-
tions corresponding to the following spectral types: F3V, G2V,
K0V, K5V, M0V, and M2V (stellar parameters given in table 1).
Figure 1 shows the location of the six models in the log g-logTe↵
plane along with three isochrones marking the position of the
main sequence (Bressan et al., 2012).

While gravitational acceleration and chemical composition
explicitely enter the simulations as parameters, the e↵ective tem-
perature is indirectly specified through the bottom boundary con-
dition of the code, see Sect. 2.1. For the analysis presented here,
the simulations have been run long enough with fixed inflow-
ing entropy density for any transients to dissappear, however Te↵
varies slightly due to oscillations and granulation. The standard
deviation of the temporal fluctuations of Te↵ is given in table 1.

2.3. Simulation setup

The dimensions of the computational domain (“local box”) were
adapted according to the stellar parameters: the height of the box
was chosen to contain about 13 to 15 pressure scale heights (at
least six below and six above the optical surface). The vertical
cell size (height resolution �z) was set su�ciently small to re-
solve steep temperature gradients and to maintain �z < Hp/5
at every depth, where Hp is the local pressure scale height. For
most of the models, 300 or less cells in the vertical direction
were su�cient to meet these criteria. Only the F3V model with
strongly varying pressure scale height and a very steep local
temperature gradient, required 800 cells in the vertical direc-
tion. The two equal horizontal box dimensions were scaled to
the expected granule (convection cell) size. In order to reduce
the e↵ects of the periodic boundary conditions and obtain good
statistics while maintaining su�cient spatial grid resolution, the
boxes were chosen big enough to contain 30 to 50 granules at

any given time. The horizontal dimensions were resolved into
512 ⇥ 512 grid cells. The largest computational domain of the
simulations thus comprised 512 ⇥ 512 ⇥ 800 ⇡ 2.1 · 108 cells.
Table 2 gives a summary of the computational box dimensions
and grid resolutions.

3. Results
3.1. General morphology of near-surface convection

Figure 2 gives maps of the bolometric intensity emerging ver-
tically from the simulated stellar surfaces for single snapshots
of the time-dependent simulations. All simulations show inten-
sity patterns reminiscent of solar granulation. The typical size
of the granules varies from ⇠5Mm for F3V to ⇠0.3Mm for
M2V. The rms bolometric intensity contrast (denoted by �I in
Table 1) decreases from about 20% for F3V to less than 3% in
the M2V simulation, reflecting decreasing temperature fluctua-
tions on surfaces of constant optical depth (see Sect. 3.3).

There are qualitative changes in the visual appearance of
the surface convection along the sequence of simulated stars.
For instance, the granulation pattern of the F3V model appears
“rough” and irregular owing to numerous shock waves at the
optical surface. Shocks are rarer and weaker in the near-surface
layers of the cooler stars since the typical convective velocities
are lower (also in relation to the sound speed; cf. Fig. 6). At the
cool end of our model sequence, the M-dwarf granules, which
are sustained by the slowest convective flows, have more irregu-
lar shapes but less brightness substructure than their counterparts
on the simulated G- and K-type stars. As we report quantitatively
in Paper II, their dark intergranular lanes are thinner (with re-
spect to the granule size) and vary more strongly in intensity and
width than those of the other stars (see also Ludwig et al., 2002).

Ludwig et al. (2006) found “dark knots” associated with
strong downflows and vortex motion in simulations of convec-
tion in M-type main- and pre-main-sequence objects. Our sim-
ulations show knots of high vorticity associated with strong
downflows in all models (some examples in Fig. 2 are: G2V,
(x, y) = (8.7Mm, 4.4Mm); K5V, (x, y) = (0.36Mm, 0.52Mm);
M0V, (x, y) = (0.45Mm, 0.6Mm)). They become increasingly
stable and prominent at lower e↵ective temperatures. In our
models, some of these vortices are evacuated strongly enough
by the e↵ect of the centrifugal force to become brighter than
their surroundings (cf. vortices in solar simulations studied by
Moll et al., 2011, 2012). Most frequently these bright vortex
structures occur in our two K-type simulations.
A more detailed analysis of the granulation properties and their
e↵ects on spectral lines is given in Beeck et al. (2013, Paper II,
hereafter).

3.2. Velocity field

As the visible granulation pattern is created by convective flows,
it is strongly correlated to the vertical velocities at the opti-
cal surface, �z(z = 0). Figure 3 shows �z(z = 0) for four of the
six simulations. The snapshots are taken at the same time as in
Figure 2. The colour scale of the images saturate at 2 �z,rms(z0)
with z0 := hzi⌧R=1, values of which are given in Table 1. The
granules visible in Figure 2 correspond to upflows, while the
dark intergranular lanes correspond to downdrafts. In the G-,
K-, andM-type simulations, an anti-correlation between size and
mean upflow velocity of the granules is indicated: while most of
the small convection cells appear (almost) saturated in Figure 3,
meaning their velocity reaches 2 �z,rms(z0), the larger granules
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Figure 2.1: 3D RHD simulation-grid in the H-R diagram. Top panels: simulations computed
with Stagger-code or similar branches (Section 1.3), Stagger-grid (left, Magic et al. 2013b) and
”Trampedach” grid (right, Trampedach et al. 2013). Central panels: the CIFIST grid (left, (Lud-
wig et al. 2009) computed with CO5BOLD code, and the grid (right, Beeck et al. 2013) computed
with MURaM core (Vögler et al. 2005). Bottom panels: the White Dwarf grid (left, Tremblay et al.
2013b) and the AGB one (right, Freytag et al. 2017) computed with CO5BOLD code (Section 1.3).
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of 0.5 above that8. We decided to apply the same parameters Te↵
and log g for all metallicities, in order to facilitate the interpo-
lation of (averaged) models within a regular grid in stellar pa-
rameters. In addition, the grid also includes the Sun with its
non-solar metallicity analogs, and four additional standard stars,
namely HD 84937, HD 140283, HD 122563 and G 64-12 that are
presented in Bergemann et al. (2012). For metal-poor chemical
compositions with [Fe/H] � �1.0 we applied an ↵-enhancement
of [↵/Fe] = +0.4 dex, in order to account for the enrichment by
core-collapse supernovae (Ruchti et al. 2010).

In Fig. 1, we present an overview of our simulations in
stellar parameter space. Therein, we also show evolutionary
tracks (Weiss & Schlattl 2008) for stars with masses from 0.7
to 1.5 M� and solar metallicity, in order to justify our choice of
targeted stellar parameters. Hence, the grid covers the evolution-
ary phases from the main-sequence (MS) over the turno↵ (TO)
up to the red-giant branch (RGB) for low-mass stars. In addi-
tion, the RGB part of the diagram in practice also covers stars
with higher masses, since these are characterized by similar stel-
lar atmospheric parameters.

2.3. Scaling and relaxing 3D models

Generating large numbers of 1D atmosphere models is relatively
cheap in terms of computational costs, but the same is not true
for 3D models. Based on our experiences from previous simu-
lations of individual stars, we designed a standard work-flow of
procedures for generating our grid. More specifically, we devel-
oped a large set of IDL-tools incorporating the various neces-
sary steps for generating new 3D models, which we then applied
equally to all simulations. The steps are:

– Scale the starting model from an existing, relaxed 3D sim-
ulation, and perform an initial run with six opacity bins, so
that the model can adjust to the new stellar parameters.

– Check the temporal variation of Te↵ and estimate the number
of convective cells. If necessary, adjust the horizontal sizes,
in order to ensure that the simulation box is large enough to
enclose at least ten granules.

– If the optical surface has shifted upwards during the re-
laxation, add new layers at the top of it to ensure that�
log ⌧Ross

�
top < �6.0.

– Determine the period �0 of the radial p-mode with the
largest amplitude, then damp these modes with an artificial
exponential-friction term with period �0 in the momentum
equation (Eq. (2)).

– Let the natural oscillation mode of the simulation emerge
again by decreasing the damping stepwise before switching
it o↵ completely.

– Re-compute the opacity tables with 12 bins for the relaxed
simulation.

– Evolve the simulations for at least ⇠7 periods of the fun-
damental p-mode, roughly corresponding to ⇠2 convec-
tive turnover times, typically, a few thousand time-steps, of
which 100–150 snapshots equally spaced were stored and
used for analysis.

During these steps the main quantities of interest are the time
evolution of e↵ective temperature, p-mode oscillations, and
drifts in the values of the mean energy per unit mass and of the
mean density at the bottom boundary, which indicate the level

8 We use the bracket notation [X/H] = log (NX/NH)? � log (NX/NH)�
as a measure of the relative stellar to solar abundance of element X with
respect to hydrogen.

Fig. 1. Kiel diagram (Te↵� log g diagram) showing the targeted
S������-grid parameters for the 217 models, comprising seven dif-
ferent metallicities (colored circles). Four additional standard stars (see
text) are also indicated (squares). In the background, the evolutionary
tracks for stellar masses from 0.7 to 1.5 M� and for solar metallicity are
shown (thin grey lines).

of relaxation. When the drifts in these above properties stop, we
regard the simulation as relaxed. If these conditions were not
fulfilled, we continued running the model, to give the simulation
more time to properly adjust towards its new quasi-stationary
equilibrium state. Also, when the resulting e↵ective temperature
of an otherwise relaxed simulation deviated more than 100 K
from the targeted Te↵, we re-scaled the simulation to the targeted
value of Te↵ and started over from the top of our list of relaxation
steps.

The interplay between EOS, opacities, radiative transfer and
convection can shift the new location of the photosphere, when
the initial guess made by our scaling procedure slightly misses
it. This is the case for a few red giant models leading to upwards-
shifts of the optical surface and of the entire upper atmosphere
during the adjustment phase after the scaling, with the average
Rosseland optical depth ending up to be larger than required, i.e.�
log ⌧Ross

�
top � �6.0. In order to rectify this, we extended those

simulations at the top by adding extra layers on the top, until the
top layers fulfilled our requirements of

�
log ⌧Ross

�
top < �6.0.

2.3.1. Scaling the initial models

To start a new simulation, we scale an existing one with parame-
ters close to the targeted ones, preferably proceeding along lines
of constant entropy of the inflowing gas at the bottom in stellar
parameter space (see Fig. 6). In this way, we find that the relax-
ation process is much faster. In order to generate an initial model
for a set of targeted parameters, we scale temperature, density,
and pressure with depth-dependent scaling ratios derived from
two 1D models, with parameters corresponding to the current
and intended 3D model (Ludwig et al. 2009a). For this, we used
specifically computed 1D envelope models (MARCS or our own
1D models, see Sect. 3.3.1), which extend to log ⌧Ross > 4.0. The
reference depth-scale for all models in the scaling process is the
Rosseland optical depth above the photosphere and gas pressure
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In deep layers, with continuum optical depth �1 > 300
for all points in the plane, we have added the radiative
flux and its associated heating, as calculated in the dif-
fusion approximation.

2.3.1. Radiative contributions to the EOS

The EOS tables already include the radiative contri-
butions in the di�usion approximation, in particular for
energy, �deep

rad = aT 4/�, and pressure, pdeep
rad = a

3T 4. The
radiation density constant is a = 8�5k4/(15c3h3). We
use the 1D, monochromatic calibration to evaluate the
proper expressions in the atmosphere

�rad =
4�

c

J

�
= �deep

rad

J

B
, (10)

and

prad =
4�

c
K = pdeep

rad

K

B
. (11)

where K is the second angular moment of the specific
intensity. We therefore add pdeep

rad (K
B � 1) to the pressure

of the EOS table and equivalently to the internal energy.
The J/B- and K/B-ratios are extrapolated from the 1D
average to the rest of the table, as described above.

2.4. Relaxing the Simulations

A simulation for a new choice of (Te� , log g)-parameters
is started from a previous simulation with similar param-
eters. The physical dimensions of the simulation box is
scaled by the ratio of gravitational accelerations and the
average entropy structure is changed to result in a new
Te� based on all the previous simulations of the grid. The
behavior of the entropy in the asymptotically deep inte-
rior, with atmospheric parameters, is shown in Fig. 1.
This asymptotic entropy is also what we feed into the
simulations through the upflows at the bottom bound-
ary, as confirmed from exponential fits to the horizon-
tally averaged upflow entropy. The boundary a�ects the
entropy by prematurely pulling it up to the asymptotic
value, over the bottom 4–5 grid-points (0.3–0.5 pressure
scale-heights). This boundary e�ect on entropy is small,
though—only 0.4–1.5% of the atmospheric entropy jump.

If we adjust only log g (with the associated scaling of
the size of the box), but keep the entropy unchanged, the
new simulation will end up along the adiabat of the orig-
inal simulation and at the new log g. From Fig. 1 we see
that those adiabats are diagonals in the plot. Many of
the simulations lie along such adiabats, as this is the sim-
plest and fastest way of starting a new simulation. The
scaling of the box, should conceivably be accompanied
by some scaling of the velocities. It turns out, however,
that a factor of 102 change in g results in only a factor of
1.5 change in vertical velocities (1.3 for horizontal veloc-
ities). Keeping the fluxes consistent through the change,
by not changing the velocities, seemed a better approach.
These simulations will slump or expand, necessitating a
new optimization of the vertical scale and extent.

If Te� needs to be adjusted away from the starting sim-
ulations adiabat, more complicated adjustments must be
invoked. First we shift the average entropy to the new
Smax and linearly stretch the average entropy stratifica-
tion from the bottom to the atmospheric entropy mini-
mum, to match the entropy jump. The expected jump

Figure 1. The asymptotic entropy (arbitrary zero-point, see be-
low Eq. [2]), Smax/[108 erg g�1K�1], of the deep convection zone
as function of stellar atmospheric parameters. The Te� -scale is
logarithmic. The entropy is indicated with colors as shown on the
color bar, and the location of the simulations are shown with black
asterisks, except for the solar simulation which is indicated with a
�. For this figure only, we also added the simulation number from
table 2. We have over-plotted tracks of stellar evolution computed
with the MESA-code (Paxton et al. 2011), for masses as indicated
along each track. The dashed part shows the pre-main-sequence
contraction, and � and initial helium abundance, Y0, were deter-
mined from a calibration to the present Sun.

and Smax are found from inter-/extra-polations in Figs. 1
and 4 between the previous simulations. We assume the
simulations to be homologous on a gas pressure scale,
psc = pgas/pgas(peak in pturb), normalized at the loca-
tion of the maximal pturb/ptot-ratio. The whole simula-
tion cube is therefore adjusted adiabatically by the same
pressure factor, and then adjusted iso-barically to the
new entropy stratification. Our method does not rely
on linearity of the EOS, but solves numerically for en-
tropy along pressure contours. In both cases the changes,
� ln � and ��, are found from the average stratification
only, but applied to the whole cube.

With these new pressures and densities, we scale the
vertical velocities, uz,to result in the projected peak
pturb/ptot-ratio. We then adjust the amplitude of the
internal energy fluctuations (keeping all the carefully ad-
justed averages unchanged) in order to reproduce the
target convective flux. We find a hydrostatic z-scale by
inverting the equation of hydrostatic equilibrium

dP

dz
= g� � z =

� Ptot(z)

Ptot, bot

dPtot

g�
, (12)

and integrating from the bottom and up. This z-scale
will be rugged and not optimal for resolving the hydro-
and thermo-dynamics. The last step is therefore to com-
pute an optimized z-scale and interpolate the simulation
cubes to this. This procedure results in simulations that
are rather close to their (quasi-static) equilibrium state,
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Fig. 1. Stellar parameters of the six models along with three
isochrones by Bressan et al. (2012), solid line: zero-agemain se-
quence (ZAMS), dashed line: age of 1 Ga, dotted line: age of 4.5
Ga (approximate solar age) on the log g-logTe↵ plane.

run and yielded no significantly di↵erent results. The code uses
periodic side boundary conditions.

2.2. Stellar parameters

For the near-surface layers and atmosphere of a cool star, the
governing parameters are the gravitational acceleration, g, the
e↵ective temperature, Te↵ , and the chemical composition. We
use solar abundances in all cases. The e↵ective temperature and
the gravitational acceleration were chosen to match the condi-
tions in cool main-sequence stars. We have carried out simula-
tions corresponding to the following spectral types: F3V, G2V,
K0V, K5V, M0V, and M2V (stellar parameters given in table 1).
Figure 1 shows the location of the six models in the log g-logTe↵
plane along with three isochrones marking the position of the
main sequence (Bressan et al., 2012).

While gravitational acceleration and chemical composition
explicitely enter the simulations as parameters, the e↵ective tem-
perature is indirectly specified through the bottom boundary con-
dition of the code, see Sect. 2.1. For the analysis presented here,
the simulations have been run long enough with fixed inflow-
ing entropy density for any transients to dissappear, however Te↵
varies slightly due to oscillations and granulation. The standard
deviation of the temporal fluctuations of Te↵ is given in table 1.

2.3. Simulation setup

The dimensions of the computational domain (“local box”) were
adapted according to the stellar parameters: the height of the box
was chosen to contain about 13 to 15 pressure scale heights (at
least six below and six above the optical surface). The vertical
cell size (height resolution �z) was set su�ciently small to re-
solve steep temperature gradients and to maintain �z < Hp/5
at every depth, where Hp is the local pressure scale height. For
most of the models, 300 or less cells in the vertical direction
were su�cient to meet these criteria. Only the F3V model with
strongly varying pressure scale height and a very steep local
temperature gradient, required 800 cells in the vertical direc-
tion. The two equal horizontal box dimensions were scaled to
the expected granule (convection cell) size. In order to reduce
the e↵ects of the periodic boundary conditions and obtain good
statistics while maintaining su�cient spatial grid resolution, the
boxes were chosen big enough to contain 30 to 50 granules at

any given time. The horizontal dimensions were resolved into
512 ⇥ 512 grid cells. The largest computational domain of the
simulations thus comprised 512 ⇥ 512 ⇥ 800 ⇡ 2.1 · 108 cells.
Table 2 gives a summary of the computational box dimensions
and grid resolutions.

3. Results
3.1. General morphology of near-surface convection

Figure 2 gives maps of the bolometric intensity emerging ver-
tically from the simulated stellar surfaces for single snapshots
of the time-dependent simulations. All simulations show inten-
sity patterns reminiscent of solar granulation. The typical size
of the granules varies from ⇠5Mm for F3V to ⇠0.3Mm for
M2V. The rms bolometric intensity contrast (denoted by �I in
Table 1) decreases from about 20% for F3V to less than 3% in
the M2V simulation, reflecting decreasing temperature fluctua-
tions on surfaces of constant optical depth (see Sect. 3.3).

There are qualitative changes in the visual appearance of
the surface convection along the sequence of simulated stars.
For instance, the granulation pattern of the F3V model appears
“rough” and irregular owing to numerous shock waves at the
optical surface. Shocks are rarer and weaker in the near-surface
layers of the cooler stars since the typical convective velocities
are lower (also in relation to the sound speed; cf. Fig. 6). At the
cool end of our model sequence, the M-dwarf granules, which
are sustained by the slowest convective flows, have more irregu-
lar shapes but less brightness substructure than their counterparts
on the simulated G- and K-type stars. As we report quantitatively
in Paper II, their dark intergranular lanes are thinner (with re-
spect to the granule size) and vary more strongly in intensity and
width than those of the other stars (see also Ludwig et al., 2002).

Ludwig et al. (2006) found “dark knots” associated with
strong downflows and vortex motion in simulations of convec-
tion in M-type main- and pre-main-sequence objects. Our sim-
ulations show knots of high vorticity associated with strong
downflows in all models (some examples in Fig. 2 are: G2V,
(x, y) = (8.7Mm, 4.4Mm); K5V, (x, y) = (0.36Mm, 0.52Mm);
M0V, (x, y) = (0.45Mm, 0.6Mm)). They become increasingly
stable and prominent at lower e↵ective temperatures. In our
models, some of these vortices are evacuated strongly enough
by the e↵ect of the centrifugal force to become brighter than
their surroundings (cf. vortices in solar simulations studied by
Moll et al., 2011, 2012). Most frequently these bright vortex
structures occur in our two K-type simulations.
A more detailed analysis of the granulation properties and their
e↵ects on spectral lines is given in Beeck et al. (2013, Paper II,
hereafter).

3.2. Velocity field

As the visible granulation pattern is created by convective flows,
it is strongly correlated to the vertical velocities at the opti-
cal surface, �z(z = 0). Figure 3 shows �z(z = 0) for four of the
six simulations. The snapshots are taken at the same time as in
Figure 2. The colour scale of the images saturate at 2 �z,rms(z0)
with z0 := hzi⌧R=1, values of which are given in Table 1. The
granules visible in Figure 2 correspond to upflows, while the
dark intergranular lanes correspond to downdrafts. In the G-,
K-, andM-type simulations, an anti-correlation between size and
mean upflow velocity of the granules is indicated: while most of
the small convection cells appear (almost) saturated in Figure 3,
meaning their velocity reaches 2 �z,rms(z0), the larger granules

3

Figure 2.1: 3D RHD simulation-grid in the H-R diagram. Top panels: simulations computed
with Stagger-code or similar branches (Section 1.3), Stagger-grid (left, Magic et al. 2013b) and
”Trampedach” grid (right, Trampedach et al. 2013). Central panels: the CIFIST grid (left, (Lud-
wig et al. 2009) computed with CO5BOLD code, and the grid (right, Beeck et al. 2013) computed
with MURaM core (Vögler et al. 2005). Bottom panels: the White Dwarf grid (left, Tremblay et al.
2013b) and the AGB one (right, Freytag et al. 2017) computed with CO5BOLD code (Section 1.3).
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of 0.5 above that8. We decided to apply the same parameters Te↵
and log g for all metallicities, in order to facilitate the interpo-
lation of (averaged) models within a regular grid in stellar pa-
rameters. In addition, the grid also includes the Sun with its
non-solar metallicity analogs, and four additional standard stars,
namely HD 84937, HD 140283, HD 122563 and G 64-12 that are
presented in Bergemann et al. (2012). For metal-poor chemical
compositions with [Fe/H] � �1.0 we applied an ↵-enhancement
of [↵/Fe] = +0.4 dex, in order to account for the enrichment by
core-collapse supernovae (Ruchti et al. 2010).

In Fig. 1, we present an overview of our simulations in
stellar parameter space. Therein, we also show evolutionary
tracks (Weiss & Schlattl 2008) for stars with masses from 0.7
to 1.5 M� and solar metallicity, in order to justify our choice of
targeted stellar parameters. Hence, the grid covers the evolution-
ary phases from the main-sequence (MS) over the turno↵ (TO)
up to the red-giant branch (RGB) for low-mass stars. In addi-
tion, the RGB part of the diagram in practice also covers stars
with higher masses, since these are characterized by similar stel-
lar atmospheric parameters.

2.3. Scaling and relaxing 3D models

Generating large numbers of 1D atmosphere models is relatively
cheap in terms of computational costs, but the same is not true
for 3D models. Based on our experiences from previous simu-
lations of individual stars, we designed a standard work-flow of
procedures for generating our grid. More specifically, we devel-
oped a large set of IDL-tools incorporating the various neces-
sary steps for generating new 3D models, which we then applied
equally to all simulations. The steps are:

– Scale the starting model from an existing, relaxed 3D sim-
ulation, and perform an initial run with six opacity bins, so
that the model can adjust to the new stellar parameters.

– Check the temporal variation of Te↵ and estimate the number
of convective cells. If necessary, adjust the horizontal sizes,
in order to ensure that the simulation box is large enough to
enclose at least ten granules.

– If the optical surface has shifted upwards during the re-
laxation, add new layers at the top of it to ensure that�
log ⌧Ross

�
top < �6.0.

– Determine the period �0 of the radial p-mode with the
largest amplitude, then damp these modes with an artificial
exponential-friction term with period �0 in the momentum
equation (Eq. (2)).

– Let the natural oscillation mode of the simulation emerge
again by decreasing the damping stepwise before switching
it o↵ completely.

– Re-compute the opacity tables with 12 bins for the relaxed
simulation.

– Evolve the simulations for at least ⇠7 periods of the fun-
damental p-mode, roughly corresponding to ⇠2 convec-
tive turnover times, typically, a few thousand time-steps, of
which 100–150 snapshots equally spaced were stored and
used for analysis.

During these steps the main quantities of interest are the time
evolution of e↵ective temperature, p-mode oscillations, and
drifts in the values of the mean energy per unit mass and of the
mean density at the bottom boundary, which indicate the level

8 We use the bracket notation [X/H] = log (NX/NH)? � log (NX/NH)�
as a measure of the relative stellar to solar abundance of element X with
respect to hydrogen.

Fig. 1. Kiel diagram (Te↵� log g diagram) showing the targeted
S������-grid parameters for the 217 models, comprising seven dif-
ferent metallicities (colored circles). Four additional standard stars (see
text) are also indicated (squares). In the background, the evolutionary
tracks for stellar masses from 0.7 to 1.5 M� and for solar metallicity are
shown (thin grey lines).

of relaxation. When the drifts in these above properties stop, we
regard the simulation as relaxed. If these conditions were not
fulfilled, we continued running the model, to give the simulation
more time to properly adjust towards its new quasi-stationary
equilibrium state. Also, when the resulting e↵ective temperature
of an otherwise relaxed simulation deviated more than 100 K
from the targeted Te↵, we re-scaled the simulation to the targeted
value of Te↵ and started over from the top of our list of relaxation
steps.

The interplay between EOS, opacities, radiative transfer and
convection can shift the new location of the photosphere, when
the initial guess made by our scaling procedure slightly misses
it. This is the case for a few red giant models leading to upwards-
shifts of the optical surface and of the entire upper atmosphere
during the adjustment phase after the scaling, with the average
Rosseland optical depth ending up to be larger than required, i.e.�
log ⌧Ross

�
top � �6.0. In order to rectify this, we extended those

simulations at the top by adding extra layers on the top, until the
top layers fulfilled our requirements of

�
log ⌧Ross

�
top < �6.0.

2.3.1. Scaling the initial models

To start a new simulation, we scale an existing one with parame-
ters close to the targeted ones, preferably proceeding along lines
of constant entropy of the inflowing gas at the bottom in stellar
parameter space (see Fig. 6). In this way, we find that the relax-
ation process is much faster. In order to generate an initial model
for a set of targeted parameters, we scale temperature, density,
and pressure with depth-dependent scaling ratios derived from
two 1D models, with parameters corresponding to the current
and intended 3D model (Ludwig et al. 2009a). For this, we used
specifically computed 1D envelope models (MARCS or our own
1D models, see Sect. 3.3.1), which extend to log ⌧Ross > 4.0. The
reference depth-scale for all models in the scaling process is the
Rosseland optical depth above the photosphere and gas pressure
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In deep layers, with continuum optical depth �1 > 300
for all points in the plane, we have added the radiative
flux and its associated heating, as calculated in the dif-
fusion approximation.

2.3.1. Radiative contributions to the EOS

The EOS tables already include the radiative contri-
butions in the di�usion approximation, in particular for
energy, �deep

rad = aT 4/�, and pressure, pdeep
rad = a

3T 4. The
radiation density constant is a = 8�5k4/(15c3h3). We
use the 1D, monochromatic calibration to evaluate the
proper expressions in the atmosphere

�rad =
4�

c

J

�
= �deep

rad

J

B
, (10)

and

prad =
4�

c
K = pdeep

rad

K

B
. (11)

where K is the second angular moment of the specific
intensity. We therefore add pdeep

rad (K
B � 1) to the pressure

of the EOS table and equivalently to the internal energy.
The J/B- and K/B-ratios are extrapolated from the 1D
average to the rest of the table, as described above.

2.4. Relaxing the Simulations

A simulation for a new choice of (Te� , log g)-parameters
is started from a previous simulation with similar param-
eters. The physical dimensions of the simulation box is
scaled by the ratio of gravitational accelerations and the
average entropy structure is changed to result in a new
Te� based on all the previous simulations of the grid. The
behavior of the entropy in the asymptotically deep inte-
rior, with atmospheric parameters, is shown in Fig. 1.
This asymptotic entropy is also what we feed into the
simulations through the upflows at the bottom bound-
ary, as confirmed from exponential fits to the horizon-
tally averaged upflow entropy. The boundary a�ects the
entropy by prematurely pulling it up to the asymptotic
value, over the bottom 4–5 grid-points (0.3–0.5 pressure
scale-heights). This boundary e�ect on entropy is small,
though—only 0.4–1.5% of the atmospheric entropy jump.

If we adjust only log g (with the associated scaling of
the size of the box), but keep the entropy unchanged, the
new simulation will end up along the adiabat of the orig-
inal simulation and at the new log g. From Fig. 1 we see
that those adiabats are diagonals in the plot. Many of
the simulations lie along such adiabats, as this is the sim-
plest and fastest way of starting a new simulation. The
scaling of the box, should conceivably be accompanied
by some scaling of the velocities. It turns out, however,
that a factor of 102 change in g results in only a factor of
1.5 change in vertical velocities (1.3 for horizontal veloc-
ities). Keeping the fluxes consistent through the change,
by not changing the velocities, seemed a better approach.
These simulations will slump or expand, necessitating a
new optimization of the vertical scale and extent.

If Te� needs to be adjusted away from the starting sim-
ulations adiabat, more complicated adjustments must be
invoked. First we shift the average entropy to the new
Smax and linearly stretch the average entropy stratifica-
tion from the bottom to the atmospheric entropy mini-
mum, to match the entropy jump. The expected jump

Figure 1. The asymptotic entropy (arbitrary zero-point, see be-
low Eq. [2]), Smax/[108 erg g�1K�1], of the deep convection zone
as function of stellar atmospheric parameters. The Te� -scale is
logarithmic. The entropy is indicated with colors as shown on the
color bar, and the location of the simulations are shown with black
asterisks, except for the solar simulation which is indicated with a
�. For this figure only, we also added the simulation number from
table 2. We have over-plotted tracks of stellar evolution computed
with the MESA-code (Paxton et al. 2011), for masses as indicated
along each track. The dashed part shows the pre-main-sequence
contraction, and � and initial helium abundance, Y0, were deter-
mined from a calibration to the present Sun.

and Smax are found from inter-/extra-polations in Figs. 1
and 4 between the previous simulations. We assume the
simulations to be homologous on a gas pressure scale,
psc = pgas/pgas(peak in pturb), normalized at the loca-
tion of the maximal pturb/ptot-ratio. The whole simula-
tion cube is therefore adjusted adiabatically by the same
pressure factor, and then adjusted iso-barically to the
new entropy stratification. Our method does not rely
on linearity of the EOS, but solves numerically for en-
tropy along pressure contours. In both cases the changes,
� ln � and ��, are found from the average stratification
only, but applied to the whole cube.

With these new pressures and densities, we scale the
vertical velocities, uz,to result in the projected peak
pturb/ptot-ratio. We then adjust the amplitude of the
internal energy fluctuations (keeping all the carefully ad-
justed averages unchanged) in order to reproduce the
target convective flux. We find a hydrostatic z-scale by
inverting the equation of hydrostatic equilibrium

dP

dz
= g� � z =

� Ptot(z)

Ptot, bot

dPtot

g�
, (12)

and integrating from the bottom and up. This z-scale
will be rugged and not optimal for resolving the hydro-
and thermo-dynamics. The last step is therefore to com-
pute an optimized z-scale and interpolate the simulation
cubes to this. This procedure results in simulations that
are rather close to their (quasi-static) equilibrium state,

B. Beeck et al.: 3D simulations of stellar surface layers

Fig. 1. Stellar parameters of the six models along with three
isochrones by Bressan et al. (2012), solid line: zero-agemain se-
quence (ZAMS), dashed line: age of 1 Ga, dotted line: age of 4.5
Ga (approximate solar age) on the log g-logTe↵ plane.

run and yielded no significantly di↵erent results. The code uses
periodic side boundary conditions.

2.2. Stellar parameters

For the near-surface layers and atmosphere of a cool star, the
governing parameters are the gravitational acceleration, g, the
e↵ective temperature, Te↵ , and the chemical composition. We
use solar abundances in all cases. The e↵ective temperature and
the gravitational acceleration were chosen to match the condi-
tions in cool main-sequence stars. We have carried out simula-
tions corresponding to the following spectral types: F3V, G2V,
K0V, K5V, M0V, and M2V (stellar parameters given in table 1).
Figure 1 shows the location of the six models in the log g-logTe↵
plane along with three isochrones marking the position of the
main sequence (Bressan et al., 2012).

While gravitational acceleration and chemical composition
explicitely enter the simulations as parameters, the e↵ective tem-
perature is indirectly specified through the bottom boundary con-
dition of the code, see Sect. 2.1. For the analysis presented here,
the simulations have been run long enough with fixed inflow-
ing entropy density for any transients to dissappear, however Te↵
varies slightly due to oscillations and granulation. The standard
deviation of the temporal fluctuations of Te↵ is given in table 1.

2.3. Simulation setup

The dimensions of the computational domain (“local box”) were
adapted according to the stellar parameters: the height of the box
was chosen to contain about 13 to 15 pressure scale heights (at
least six below and six above the optical surface). The vertical
cell size (height resolution �z) was set su�ciently small to re-
solve steep temperature gradients and to maintain �z < Hp/5
at every depth, where Hp is the local pressure scale height. For
most of the models, 300 or less cells in the vertical direction
were su�cient to meet these criteria. Only the F3V model with
strongly varying pressure scale height and a very steep local
temperature gradient, required 800 cells in the vertical direc-
tion. The two equal horizontal box dimensions were scaled to
the expected granule (convection cell) size. In order to reduce
the e↵ects of the periodic boundary conditions and obtain good
statistics while maintaining su�cient spatial grid resolution, the
boxes were chosen big enough to contain 30 to 50 granules at

any given time. The horizontal dimensions were resolved into
512 ⇥ 512 grid cells. The largest computational domain of the
simulations thus comprised 512 ⇥ 512 ⇥ 800 ⇡ 2.1 · 108 cells.
Table 2 gives a summary of the computational box dimensions
and grid resolutions.

3. Results
3.1. General morphology of near-surface convection

Figure 2 gives maps of the bolometric intensity emerging ver-
tically from the simulated stellar surfaces for single snapshots
of the time-dependent simulations. All simulations show inten-
sity patterns reminiscent of solar granulation. The typical size
of the granules varies from ⇠5Mm for F3V to ⇠0.3Mm for
M2V. The rms bolometric intensity contrast (denoted by �I in
Table 1) decreases from about 20% for F3V to less than 3% in
the M2V simulation, reflecting decreasing temperature fluctua-
tions on surfaces of constant optical depth (see Sect. 3.3).

There are qualitative changes in the visual appearance of
the surface convection along the sequence of simulated stars.
For instance, the granulation pattern of the F3V model appears
“rough” and irregular owing to numerous shock waves at the
optical surface. Shocks are rarer and weaker in the near-surface
layers of the cooler stars since the typical convective velocities
are lower (also in relation to the sound speed; cf. Fig. 6). At the
cool end of our model sequence, the M-dwarf granules, which
are sustained by the slowest convective flows, have more irregu-
lar shapes but less brightness substructure than their counterparts
on the simulated G- and K-type stars. As we report quantitatively
in Paper II, their dark intergranular lanes are thinner (with re-
spect to the granule size) and vary more strongly in intensity and
width than those of the other stars (see also Ludwig et al., 2002).

Ludwig et al. (2006) found “dark knots” associated with
strong downflows and vortex motion in simulations of convec-
tion in M-type main- and pre-main-sequence objects. Our sim-
ulations show knots of high vorticity associated with strong
downflows in all models (some examples in Fig. 2 are: G2V,
(x, y) = (8.7Mm, 4.4Mm); K5V, (x, y) = (0.36Mm, 0.52Mm);
M0V, (x, y) = (0.45Mm, 0.6Mm)). They become increasingly
stable and prominent at lower e↵ective temperatures. In our
models, some of these vortices are evacuated strongly enough
by the e↵ect of the centrifugal force to become brighter than
their surroundings (cf. vortices in solar simulations studied by
Moll et al., 2011, 2012). Most frequently these bright vortex
structures occur in our two K-type simulations.
A more detailed analysis of the granulation properties and their
e↵ects on spectral lines is given in Beeck et al. (2013, Paper II,
hereafter).

3.2. Velocity field

As the visible granulation pattern is created by convective flows,
it is strongly correlated to the vertical velocities at the opti-
cal surface, �z(z = 0). Figure 3 shows �z(z = 0) for four of the
six simulations. The snapshots are taken at the same time as in
Figure 2. The colour scale of the images saturate at 2 �z,rms(z0)
with z0 := hzi⌧R=1, values of which are given in Table 1. The
granules visible in Figure 2 correspond to upflows, while the
dark intergranular lanes correspond to downdrafts. In the G-,
K-, andM-type simulations, an anti-correlation between size and
mean upflow velocity of the granules is indicated: while most of
the small convection cells appear (almost) saturated in Figure 3,
meaning their velocity reaches 2 �z,rms(z0), the larger granules

3

Figure 2.1: 3D RHD simulation-grid in the H-R diagram. Top panels: simulations computed
with Stagger-code or similar branches (Section 1.3), Stagger-grid (left, Magic et al. 2013b) and
”Trampedach” grid (right, Trampedach et al. 2013). Central panels: the CIFIST grid (left, (Lud-
wig et al. 2009) computed with CO5BOLD code, and the grid (right, Beeck et al. 2013) computed
with MURaM core (Vögler et al. 2005). Bottom panels: the White Dwarf grid (left, Tremblay et al.
2013b) and the AGB one (right, Freytag et al. 2017) computed with CO5BOLD code (Section 1.3).

dius or any other stellar parameters cannot be directly retrieved from this approach

Ludwig et al. 2009, Memorie, 80

… Ongoing extensions


Klevas et al., in prep. Rodriguez Díaz et al. 2022

M dwarfs regime 
(Teff < 4000 K)
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Table 1. 3D RHD simulations from STAGGER-grid (Magic et al. 2013) used in this work for observed systems reported in last column.

Te↵ [Fe/H] log g x, y, z-dimensions x, y, z-resolution Used for the
[K] [cgs] [Mm] [grid points] observed system

5788 (solar) 0.0 4.44 8.00⇥ 8.00⇥ 4.97 240⇥ 240⇥ 230 51 Pegasi b
4982 (K dwarf) 0.0 4.50 5.00⇥ 5.00⇥ 4.24 240⇥ 240⇥ 230 HD 189733 b

Notes. Te↵ are from Chiavassa et al. (2018).

Fig. 1. Example of synthetic spectrum from the K-dwarf RHD sim-
ulation of Table 1. The spectral lines correspond largerly to 2–0
rovibrational band of carbon monoxide.

of the RHD simulations for all required wavelengths, for ten
box tilting angles µ = cos(✓) = [1.00, 0.90, 0.80, 0.70, 0.50,
0.30, 0.20, 0.10, 0.05, 0.01], where ✓ is the angle between the
normal to the surface and the line of sight, and four azimuths
rotations � = [0�, 90�, 180�, 270�]. In addition, a temporal aver-
age is also performed over ten snapshots adequately spaced so
as to capture several convective turnovers. The final resulting
spectra are: (i) a temporally averaged intensity spectrum at dif-
ferent µ and �-angles, which will be used to model the changes in
the disk-averaged stellar spectrum during the transit of exoplanet
HD 189733 b (Sec. 5.1); (ii) a temporally- and spatially-averaged
flux (Fig. 1), which will be used to correct the stellar spectra in
datasets targeting the thermal emission of exoplanets (Sects. 5.2
and 6).

3. Intrinsic stellar variability and its impact in the
infrared

The granulation pattern is associated with heat transport by con-
vection. The bright areas on the stellar surfaces, the granules
(Fig. 2, bottom panel), are the locations of upflowing hot plasma,
while the dark intergranular lanes are the locations of down-
flowing cooler plasma. Additionally, the horizontal scale on
which radiative cooling drives the convective motions is linked
with the granulation diameter (Nordlund et al. 2009). One piece
of evidence of the convective-related surface structures comes
from the unresolved spectral lines, in particular at high spec-
tral resolution. In fact, they combine important properties such
as velocity amplitudes and velocity-intensity correlations, which
affect the line shape, shift, and asymmetries. These structures
derive from the convective flows in the solar photosphere and
solar oscillations (Asplund et al. 2000a; Nordlund et al. 2009).

Fig. 2. Spatially-resolved profiles at disk center (µ= 1.0, top panel) of
one CO line (�= 23 015.002 Å, log g f = 0.221, �=�5.474 eV) across
granulation pattern (bottom panel) of a K-dwarf simulation (Table 1).
The solid red (intergranular lane) and blue (granule) lines display two
particular positions (colored star symbols) extracted from the intensity
map.

Figure 2 displays an example of the spatially-resolved
intensities corresponding to different regions across the gran-
ulation pattern. Correlations of velocity and temperature cause
characteristic asymmetries of spectral lines as well as net blue-
or red-shifts depending on the area probed (Dravins 1987;
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Fig. 3. Comparison of the solar simulation (black) with the observed
flux of the Sun (red, Kurucz 2005). The solar irradiance is con-
verted to flux at the solar surface using the multiplicative factor of
[(1AU) /R!]2 = 46202. For clarity, the spectra have been resampled
to a lower spectral resolution with less frequency points (nλ = 2115).

temperature has been computed using Stefan-Boltzmann law as:

Teff_spectra =

{[∫ λ2

λ1

f (λ) dλ

]

/σ

}0.25

(1)

where λ1 =1010Å and λ2=199 960 Å , f (λ) is the synthetic flux,
and σ is the Stefan-Boltzmann constant. The values the effective
temperature are reported in Table 4.
Fig. 1 shows that increasing Teff returns higher radiated energy
per surface area and the peak of the radiation curve moves to
shorter wavelengths, as expected by Planck law. Pereira et al.
(2013) provided excellent agreement of their 3D solar simula-
tion of the Stagger-grid with the continuum observation of the
Sun. As they did, we used the Kurucz (2005) irradiance2 and
normalised flux atlases for the Sun between 3000 and 10000 Å
and found a good agreement (Fig. 3), reinforcing the view that
the simulation thermodynamic structure and post-processing de-
tailed radiative transfer are realistic. This conclusion was also
reported by Hayek et al. (2012), who probed that the numeri-
cal resolution of the Stagger 3D RHD models and the spectral
resolution for the flux computations are sufficient to predict re-
alistic observables. In particular, some of the RHD simulations
presented in this work and for a limited spectral region between
2000 and 10 000 Å have been used in Magic et al. (2015) to pro-
vide appropriate coefficients for various bi-parametric and non-
linear limb darkening laws.

4. Photometric synthetic observables

Photometric systems and filters are designed to probe funda-
mental physical parameters, such as the effective temperature,
surface gravity, and metallicity of stars. Colour and magnitude
relations are used for a variety of purposes: from interpreting
the observed distribution of stars in colour-colour and colour-
magnitude diagrams, to derive distances to stars and star clus-
ters, to test stellar evolutionary theory by comparing with obser-
vations just to name a few. Thus, it is important to have realistic
model fluxes to generate colours which match the observed ones.

2 Available at this webpage: http://kurucz.harvard.edu/sun.html

Besides synthetic model fluxes, also details on the photometric
standardization enter this quest.

In essence, photometry condenses the information en-
coded in a spectrum f (λ) over a system response function
T (λ), i.e.

∫

f (λ) T (λ) dλ. Each existing photometric system
then varies in the details. Most notably, T (λ) will depend
on the filter under consideration and the response func-
tion of the detector. Because of this, a distinction must be
done between photo-counting and energy-integration detec-
tors, meaning that a measurement of energy

∫

f (λ) T (λ) dλ

will correspond to (hc)−1
∫

f (λ) λT (λ) dλ photons (see, e.g.,
Bessell 2000) Another aspect that often varies among differ-
ent photometric system is how their standardisation (zero-
point and absolute calibration) is achieved. Here, for all
systems but Gaia we adopted the exact same procedure
of Casagrande & VandenBerg (2014), where details on the
adopted filter transmission curves, the photo-counting and
energy integration formalism, zero-points and absolute cali-
bration can be found3. We computed synthetic colours in the
Johnson-Cousins, SDSS, 2MASS, Gaia, SkyMapper, Ström-
gren, HST-WFC3 and Gaia systems (Table 1 and Fig. 4 for
a comparison of the solar spectrum with filter transmission
curves studied here). For the HST-WFC3 systems our tables
are provided in the VEGA, ST and AB systems.

A full characterization of the Gaia photometric system,
including zero-points and standardization is expected to be
released in 2018. In this work, we used the transmission
curves available from the ESA website4, and computed Gaia
colours following Jordi et al. (2010). We fixed Vega’s mag-
nitudes to be G=BP=RP=0.03, and for the absolute calibra-
tion used a Kurucz’s synthetic Vega spectrum rescaled to the
measured flux value at 5556 Å from Megessier (1995).

Similarly to Casagrande & VandenBerg (2014), instead
of colour indices we provide bolometric corrections in differ-
ent bands (Table 4 to Table 8) because they are more versa-
tile to be rearranged in any colour combination, as it follows
from Eq. (3) and (4). The bolometric magnitude is defined
as:

MBol = −2.5 log
L

L!
+ MBol,!, (2)

where we adopt MBol,! = 4.74. It follows that the bolometric
correction in a given band BCζ is

BCζ = mBol − mζ = MBol − Mζ , (3)

where the lower and upper cases refer to apparent and
absolute magnitudes, respectively. From this, it follows that
colour indices can be obtained from the difference in bolo-
metric corrections, where ζ and η are two given bands:

ζ − η = mζ − mη = BCη − BCζ . (4)

Thus, when in the rest of the paper we talk about synthetic
colours, those have been obtained as differences in bolomet-
ric corrections from our tables.

4.1. Micro-turbulence

The stellar surface convection produces velocity field where the
emerging spectral lines form. The Doppler broadening of these
3 The only difference with respect to Casagrande & VandenBerg
(2014) is that here we have adopted MBol! = 4.74
4 https://www.cosmos.esa.int/web/gaia/transmissionwithoriginal
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3D synthetic spectra 2000 
and 200000 Å at constant 
resolution (λ/Δλ) of 20 000. 

As a function of impact 
parameter to study the center 
to limb variation (crucial to 
compute the transit) 

A. Chiavassa et al. : The STAGGER-grid: A grid of 3D stellar atmosphere models. V.

Fig. 1. Surface rendering for
all the synthetic spectra com-
puted for the 3D RHD simula-
tions in Table B.1. The verti-
cal bar on the right displays the
colour scale for the emerging flux
in erg s�1 cm�2 Å�1. For clarity,
the wavelength range has been
reduced to 1000–25 000 Å.

Fig. 2. Synthetic spectra of the solar simulation in the spectral range
2000–25 000 Å and for the different µ = cos(✓) inclination angles used
in the computation, where ✓ is the angle with respect to the line of sight
(vertical axis).

3. Synthetic spectra from 0.1 to 20 µm

The STAGGER-grid includes 3D stellar atmosphere simulations
with metallicities [Fe/H] =+0.5, 0.0, �0.5, �1.0, �2.0, �3.0,
and �4.0; surface gravity log g between 1.5 and 5.0 in steps of
0.5 dex; and effective temperature Te↵ from 4000 to 7000 K
in steps of 500 K (Fig. 1 of Paper I). In this work we present
the synthetic spectra computed for the STAGGER-grid for a
total of 181 simulations (Table B.1). The spectra have been
calculated with a constant resolving power of �/�� = 20 000
(n� = 105 767 wavelength points) from 1000 to 200 000 Å.
OPTIM3D computes the emerging intensities for vertical rays
cast through the computational box for all required wavelengths.
The procedure is repeated after tilting the computational box
by an angle ✓ with respect to the line of sight (vertical axis)
and rotating it azimuthally by an angle �. The final result is
a spatially resolved intensity spectrum at different angles. In

addition, a temporal average is also performed. We performed
the calculations for ten snapshots of the 3D RHD simula-
tions of Table B.1, adequately spaced so as to capture several
convective turnovers, for ten different inclination angles µ =
cos(✓) = [1.00, 0.90, 0.80, 0.70, 0.50, 0.30, 0.20, 0.10, 0.05, 0.01]
(see Fig. 4), and four �-angles [0�, 90�, 180�, 270�]. The
strongest decline in the limb darkening is usually found towards
the limb; therefore, we decided to resolve with more µ-angles at
the limb instead of having an equidistant scale in µ. We tested the
discrepancy between the temporal average using a large number
of snapshots (e.g. 20) and using only 10 snapshots is lower
than 0.3%. The number of ten snapshots was chosen because
it represents the best compromise in terms of computational
time and accuracy among the whole set of stellar parameters.
All things considered, we computed 400 spectra in the range
1000–200 000 Å for every simulation.

Figure 1 displays the set of all synthetic spectra computed.
We determined the Te↵ from the integration of the SED of the
spectra from 0.1 to 20 µm. The effective temperature has been
computed using Stefan–Boltzmann law as

Te↵ spectra =

("Z �2

�1

f (�) d�
#
/�

)0.25

, (1)

where �1 = 1010Å and �2 = 199 960 Å, f (�) is the synthetic
flux, and � is the Stefan–Boltzmann constant. The values of the
effective temperature are listed in Table B.1.
Figure 1 shows that increasing Te↵ returns higher radiated
energy per surface area and the peak of the radiation curve
moves to shorter wavelengths, as expected by Planck law.
Pereira et al. (2013) provided excellent agreement of their 3D
solar simulation of the STAGGER-grid with the continuum obser-
vation of the Sun. As they did, we used the Kurucz (2005)
irradiance2 and normalised flux atlases for the Sun between 3000
and 10 000 Å and found a good agreement (Fig. 3), reinforc-
ing the view that the simulation of thermodynamic structure
2 Available at http://kurucz.harvard.edu/sun.html
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Spectra publicly available on POLLUX database (http://pollux.graal.univ-montp2.fr)  
Chiavassa et al., 2018
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Magic et al., 2015
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Detailed (billions of atomic and spectral lines from UV to 
far IR) and fast post processing of 3D simulations with 
Optim3D (Chiavassa et al. 2009, A&A, 506, 1351)

10 Chapter 1. Introduction

Figure 1.3: Setup of box-in-a-star (left) and star-in-a-box (right) configurations for 3D RHD simula-
tions.

• The STAGGER code (Nordlund et Galsgaard 19951, Nordlund et al. 2009;
Collet et al. 2011) for the RHD simulations in the box-in-a-star configuration
(i.e., local simulations).

CO5BOLD code The CO5BOLD code solves the coupled non-linear equations of compressible hy-
drodynamics (with an approximate Roe solver, ) and non-local radiative energy trans-
fer (for global simulations with a short-characteristics scheme) in the presence of a
fixed external gravitational field and in a 3D cartesian grid. The equation of state uses
pre-tabulated values as functions of density and internal energy (⇢, ei ! P,�1,T, s).
It accounts for HI, HII, H2, HeI, HeII, HeIII and a representative metal for any pre-
scribed chemical composition. The equation of state does not account for the ioniza-
tion states of metals, but it uses only one neutral element to achieve the appropriate
atomic weight (in the neutral case) for a given composition. The radiation transport
step for global simulations uses a short-characteristics method and the frequency de-
pendance of the radiation field is generally the gray approximation, which completely
ignores the frequency dependence, for computational time reasons. However, for
few global simulations the radiative transfer is calculated for up to five wavelengths

1http://www.astro.ku.dk/⇠kg/Papers/MHD code.ps.gz
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Fig. 3. Top row: synthetic stellar disk images of the RHD simulation. The intensity range is [0.3–1.0 × 106], [0.3–5.2 × 105], and [0.3–0.9 ×
105] erg cm−2 s−1 Å−1 for M 500 nm, M 800 nm, and V filters, respectively. Bottom row: enlargements of the images above.

Fig. 4. Radially averaged intensity profiles (black line) derived from the synthetic stellar disk images of Fig. 3. The gray areas denote the 1σ spatial
fluctuations with respect to the averaged intensity profile. The dashed horizontal line is a uniform disk-intensity profile. The intensity is normalized
to the mean intensity at disk center and the radius is normalized to the radius given in Table 1. The blue dotted-dashed line in the central and
right panels is the average intensity profile of M 500 nm. The red dotted-dashed line in the left panel is the continuum-only average intensity
profile in M 500 nm.

Figure 4 displays a steeper center-to-limb variation for the
optical region, as already visible in the disk images, with
fluctuations of ∼20% in the M III 500 nm filter down to
∼10% and ∼5% in the M III 800 nm and V filters, re-
spectively. We tested the impact of the spectral lines in the M
500 nm filter, for which the effects of lines are stronger, comput-
ing a synthetic disk image based only on the continuum opac-
ities. Its average intensity profiles (red line in the left panel of
Fig. 4) is very similar to the one computed for spectral lines
(black line) with differences smaller than 1% for r/R" ≤ 0.9 and
1−5% at the limb (0.9 < r/R" ≤ 1.0). We also note that the
continuum profile tends to be closer to the uniform disk profile

(dashed line in the figure), as well as the M 800 nm and V
filters with respect to the intensity profile of the M 500 nm.

To fit the average profile, we used the limb-darkening law
(Chiavassa et al. 2009):

Iλ(µ)
Iλ(1)

=

N∑

k=0

ak (1 − µ)k . (1)

In this equation, Iλ(µ) is the intensity, ak are the limb-darkening
coefficients, and N+1 their number. We performed a Levenberg-
Marquardt least squares minimization to fit all the radially
averaged profiles of Fig. 4 using this law and weighting the fit
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of 0.5 above that8. We decided to apply the same parameters Teff
and log g for all metallicities, in order to facilitate the interpo-
lation of (averaged) models within a regular grid in stellar pa-
rameters. In addition, the grid also includes the Sun with its
non-solar metallicity analogs, and four additional standard stars,
namely HD 84937, HD 140283, HD 122563 and G 64-12 that are
presented in Bergemann et al. (2012). For metal-poor chemical
compositions with [Fe/H] ≤ −1.0 we applied an α-enhancement
of [α/Fe] = +0.4 dex, in order to account for the enrichment by
core-collapse supernovae (Ruchti et al. 2010).

In Fig. 1, we present an overview of our simulations in
stellar parameter space. Therein, we also show evolutionary
tracks (Weiss & Schlattl 2008) for stars with masses from 0.7
to 1.5 M# and solar metallicity, in order to justify our choice of
targeted stellar parameters. Hence, the grid covers the evolution-
ary phases from the main-sequence (MS) over the turnoff (TO)
up to the red-giant branch (RGB) for low-mass stars. In addi-
tion, the RGB part of the diagram in practice also covers stars
with higher masses, since these are characterized by similar stel-
lar atmospheric parameters.

2.3. Scaling and relaxing 3D models

Generating large numbers of 1D atmosphere models is relatively
cheap in terms of computational costs, but the same is not true
for 3D models. Based on our experiences from previous simu-
lations of individual stars, we designed a standard work-flow of
procedures for generating our grid. More specifically, we devel-
oped a large set of IDL-tools incorporating the various neces-
sary steps for generating new 3D models, which we then applied
equally to all simulations. The steps are:

– Scale the starting model from an existing, relaxed 3D sim-
ulation, and perform an initial run with six opacity bins, so
that the model can adjust to the new stellar parameters.

– Check the temporal variation of Teff and estimate the number
of convective cells. If necessary, adjust the horizontal sizes,
in order to ensure that the simulation box is large enough to
enclose at least ten granules.

– If the optical surface has shifted upwards during the re-
laxation, add new layers at the top of it to ensure that〈
log τRoss

〉
top < −6.0.

– Determine the period π0 of the radial p-mode with the
largest amplitude, then damp these modes with an artificial
exponential-friction term with period π0 in the momentum
equation (Eq. (2)).

– Let the natural oscillation mode of the simulation emerge
again by decreasing the damping stepwise before switching
it off completely.

– Re-compute the opacity tables with 12 bins for the relaxed
simulation.

– Evolve the simulations for at least ∼7 periods of the fun-
damental p-mode, roughly corresponding to ∼2 convec-
tive turnover times, typically, a few thousand time-steps, of
which 100–150 snapshots equally spaced were stored and
used for analysis.

During these steps the main quantities of interest are the time
evolution of effective temperature, p-mode oscillations, and
drifts in the values of the mean energy per unit mass and of the
mean density at the bottom boundary, which indicate the level

8 We use the bracket notation [X/H] = log (NX/NH)$ − log (NX/NH)#
as a measure of the relative stellar to solar abundance of element X with
respect to hydrogen.

Fig. 1. Kiel diagram (Teff− log g diagram) showing the targeted
S-grid parameters for the 217 models, comprising seven dif-
ferent metallicities (colored circles). Four additional standard stars (see
text) are also indicated (squares). In the background, the evolutionary
tracks for stellar masses from 0.7 to 1.5 M# and for solar metallicity are
shown (thin grey lines).

of relaxation. When the drifts in these above properties stop, we
regard the simulation as relaxed. If these conditions were not
fulfilled, we continued running the model, to give the simulation
more time to properly adjust towards its new quasi-stationary
equilibrium state. Also, when the resulting effective temperature
of an otherwise relaxed simulation deviated more than 100 K
from the targeted Teff, we re-scaled the simulation to the targeted
value of Teff and started over from the top of our list of relaxation
steps.

The interplay between EOS, opacities, radiative transfer and
convection can shift the new location of the photosphere, when
the initial guess made by our scaling procedure slightly misses
it. This is the case for a few red giant models leading to upwards-
shifts of the optical surface and of the entire upper atmosphere
during the adjustment phase after the scaling, with the average
Rosseland optical depth ending up to be larger than required, i.e.〈
log τRoss

〉
top ≥ −6.0. In order to rectify this, we extended those

simulations at the top by adding extra layers on the top, until the
top layers fulfilled our requirements of

〈
log τRoss

〉
top < −6.0.

2.3.1. Scaling the initial models

To start a new simulation, we scale an existing one with parame-
ters close to the targeted ones, preferably proceeding along lines
of constant entropy of the inflowing gas at the bottom in stellar
parameter space (see Fig. 6). In this way, we find that the relax-
ation process is much faster. In order to generate an initial model
for a set of targeted parameters, we scale temperature, density,
and pressure with depth-dependent scaling ratios derived from
two 1D models, with parameters corresponding to the current
and intended 3D model (Ludwig et al. 2009a). For this, we used
specifically computed 1D envelope models (MARCS or our own
1D models, see Sect. 3.3.1), which extend to log τRoss > 4.0. The
reference depth-scale for all models in the scaling process is the
Rosseland optical depth above the photosphere and gas pressure
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Fig. 1. Top row: Representative synthetic solar-disk image computed at [7620-7640] Å (Table 3) of the 3D RHD simulations of Table 1. The
intensity range is [0.0–2.86]× 106 erg cm−2 s−1 Å−1 for the Sun and [0.0–1.82] × 106 erg cm−2 s−1 Å−1 for the Dwarf star. We generated 80 different
synthetic solar-disk images to account for a granulation time-series of 800 minutes (13.3 hours). Bottom row: Enlargements of the above images.

Table 2. Prototypes of planets chosen to represent the planet transits.

Name Jupiter Jupiter Equilibrium Bond semi-axis ω(a) Transit duration Real
Mass Radius Temeprature [K] Albedo [AU] [◦] [hours] hosting star

Teff[K]/log g

Kepler-11 f(b) 0.006 0.222 400 0.15(e) 0.2504 90 ∼7 5663/4.37
HD 149026 b(c) 0.360 0.654 1540 0.30 0.0431 90 ∼2 6160/4.28
CoRoT-14 b(d) 7.570 1.090 1952 0.15(e) 0.0269 90 ∼3 6040/4.45

(a) Note that the inclination orbit (ω) has been arbitrary chosen to be equal to 90◦ to have a planet crossing at the center of the star.
(b) Lissauer et al. (2011)
(c) Sato et al. (2005)
(d) Tingley et al. (2011)
(d) We chose a typical value of 0.15 for hydrogen dominated planet atmosphere.

3. Granulation and planetary transit

3.1. Stellar image disks to model the transits

We employed the tiling method explained in Chiavassa et al.
(2010) and used in Chiavassa et al. (2012, 2014, 2015). We used

Optim3D to compute intensity maps (see an indicative image ex-
ample in Fig. 1 of Chiavassa et al. 2012) at different wavelength
integrated bands (see Table 3). We performed the calculations for
30 snapshots of the 3D RHD simulations of Table 1, adequately
spaced apart so as to capture several convective turnovers, and
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Fig. 1. Top row: Representative synthetic solar-disk image computed at [7620-7640] Å (Table 3) of the 3D RHD simulations of Table 1. The
intensity range is [0.0–2.86]× 106 erg cm−2 s−1 Å−1 for the Sun and [0.0–1.82] × 106 erg cm−2 s−1 Å−1 for the Dwarf star. We generated 80 different
synthetic solar-disk images to account for a granulation time-series of 800 minutes (13.3 hours). Bottom row: Enlargements of the above images.

Table 2. Prototypes of planets chosen to represent the planet transits.

Name Jupiter Jupiter Equilibrium Bond semi-axis ω(a) Transit duration Real
Mass Radius Temeprature [K] Albedo [AU] [◦] [hours] hosting star

Teff[K]/log g

Kepler-11 f(b) 0.006 0.222 400 0.15(e) 0.2504 90 ∼7 5663/4.37
HD 149026 b(c) 0.360 0.654 1540 0.30 0.0431 90 ∼2 6160/4.28
CoRoT-14 b(d) 7.570 1.090 1952 0.15(e) 0.0269 90 ∼3 6040/4.45

(a) Note that the inclination orbit (ω) has been arbitrary chosen to be equal to 90◦ to have a planet crossing at the center of the star.
(b) Lissauer et al. (2011)
(c) Sato et al. (2005)
(d) Tingley et al. (2011)
(d) We chose a typical value of 0.15 for hydrogen dominated planet atmosphere.

3. Granulation and planetary transit

3.1. Stellar image disks to model the transits

We employed the tiling method explained in Chiavassa et al.
(2010) and used in Chiavassa et al. (2012, 2014, 2015). We used

Optim3D to compute intensity maps (see an indicative image ex-
ample in Fig. 1 of Chiavassa et al. 2012) at different wavelength
integrated bands (see Table 3). We performed the calculations for
30 snapshots of the 3D RHD simulations of Table 1, adequately
spaced apart so as to capture several convective turnovers, and
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Teff = 5777 K, log g = 4.44 Teff = 6500 K, log g = 4.00 Teff = 4500 K, log g = 2.00 Teff = 4500 K, log g = 5.00

8.0 [Mm] 28.0 [Mm] 2400.0 [Mm] 1.4 [Mm]

Fig. 1. Emergent monochromatic intensity at 500 nm shown for eight µ angles: 0.2, 0.3, 0.5, 0.7, 0.8, 0.9, 1.0 (from top to down, respectively) and
for a selection of stars: main-sequence, turnoff, K-giant, K-dwarf (from left to right, respectively) with solar metallicity. Furthermore, we indicated
the normalized mean intensity and the intensity contrast (both in percent).

We consider a number of broad band filters b by convolving
the response function S λ, which considers the transmission of
the filter b, with the integration of the intensity,

Ib (µ) =
∫

S λ 〈Iλ〉 (µ) dλ.

We applied multiple standard broad band filters taken from
the SYNPHOT package1, which comprises Bessel (JHK),
Johnson (UBVRI) and Strömgren (uvby). Additionally we

1 http://www.stsci.edu
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Fig. 1. Emergent monochromatic intensity at 500 nm shown for eight µ angles: 0.2, 0.3, 0.5, 0.7, 0.8, 0.9, 1.0 (from top to down, respectively) and
for a selection of stars: main-sequence, turnoff, K-giant, K-dwarf (from left to right, respectively) with solar metallicity. Furthermore, we indicated
the normalized mean intensity and the intensity contrast (both in percent).

We consider a number of broad band filters b by convolving
the response function S λ, which considers the transmission of
the filter b, with the integration of the intensity,

Ib (µ) =
∫

S λ 〈Iλ〉 (µ) dλ.

We applied multiple standard broad band filters taken from
the SYNPHOT package1, which comprises Bessel (JHK),
Johnson (UBVRI) and Strömgren (uvby). Additionally we
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Fig. 1. Emergent monochromatic intensity at 500 nm shown for eight µ angles: 0.2, 0.3, 0.5, 0.7, 0.8, 0.9, 1.0 (from top to down, respectively) and
for a selection of stars: main-sequence, turnoff, K-giant, K-dwarf (from left to right, respectively) with solar metallicity. Furthermore, we indicated
the normalized mean intensity and the intensity contrast (both in percent).

We consider a number of broad band filters b by convolving
the response function S λ, which considers the transmission of
the filter b, with the integration of the intensity,

Ib (µ) =
∫

S λ 〈Iλ〉 (µ) dλ.

We applied multiple standard broad band filters taken from
the SYNPHOT package1, which comprises Bessel (JHK),
Johnson (UBVRI) and Strömgren (uvby). Additionally we
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Table 3. Prototypes of planets chosen to represent the planet transits.

Planet Mass Radiusa Equilibrium temperature Semi-major incb Transit duration
type Mp [MJup] Rp [RJup] Tp [K] axis [AU] [�] �t [h]

Sun/K dwarf
Terrestrial planet 0.006 0.219/0.173 400 0.2504 90 ⇠7

Hot Neptune 0.360 0.654/0.510 1540 0.0431 90 ⇠2
Hot Jupiter 7.570 1.090/0.850 1952 0.0269 90 ⇠3

Notes. (a) Rp is di↵erent for the RHD simulation of the Sun and of the K dwarf, to keep the same ratio Rp/R? for the transits. Moreover, the radius
of the terrestrial planet is larger than Earth’s radius. (b) The inclination orbit (inc) has been arbitrarily chosen to be equal to 90� to have a planet
crossing at the center of the star.

value of the ✓-angle used to generate each map depended on the
position (longitude and latitude) of the tile on the sphere.

We aim to emulate the temporal variation of the granula-
tion intensity, which shows a timescale on the order of ⇠10 min
(Nesis et al. 2002) for the Sun. We generated 80 di↵erent syn-
thetic stellar-disk images (Fig. 2) using, for each tile, synthetic
maps chosen randomly among the snapshots in the time-series.
This resulted in a simulated granulation time-series of 800 min
(13.3 h). Since more tiles are necessary to cover the sphere
than there are representative snapshots of the 3D RHD simu-
lations, tiles randomly appear several times at di↵erent inclina-
tion angles ✓, and adjacent tiles are not completely uncorrelated.
However, we assumed that this statistical representation is good
enough to represent the changing granulation pattern during the
planet transit.

4. Granulation noise

The granulation pattern of the star may a↵ect the photomet-
ric measurements during planet transit with two di↵erent types
of noise: (i) the intrinsic timescale of the changes in granula-
tion pattern (e.g., 10 min for solar-type stars assumed in this
work) is shorter than the usual planet transit (⇠hours as in our
prototype cases of Table 3); and (ii) the fact that the transiting
planet occults isolated regions of the photosphere that di↵er in
local surface brightness as a result of convection-related surface
structures. These sources of noise act simultaneously during the
planet transit, and we analyze them in the next sections.

4.1. Photon noise of the synthetic stellar disk
with convection-related structures

The granulation pattern changes with time. Figure 4 displays the
fluctuation of the intensity profiles for a particular cut in the syn-
thetic disk images during a period corresponding to the transit
duration of the prototype terrestrial planet (7 h, Table 3). In our
approach, the solar disk intensity fluctuates during the transit by
between [2.68–2.80]⇥106 erg cm�2 s�1 Å�1, and for the K dwarf
by between [1.63–1.66] ⇥ 106 erg cm�2 s�1 Å�1.

We calculated the number of photons from the granulation
synthetic images ('?granulation) and compared it with the image
produced by a black body ('?BB) with an e↵ective temperature
of 5768 K for the Sun and 4516 K for the K dwarf (same Te↵ as
in the RHD simulations of Table 1) at the di↵erent wavelength
ranges of Table 2. The granulation images were averaged over
the Nterrestrial = 42 di↵erent realizations, where N = �t

�Sun
, �t is

the transit duration and �Sun is the observed granulation fluctua-
tion timescale for the Sun, which is ⇠10 min (Nesis et al. 2002).
The number of photons reaching a telescope with a collecting
area S , a net e�ciency ✏, and an integration time �t is equal

Fig. 3. Synthetic spectra computed for the Sun (black curve) and the
K dwarf (red curve) from the optical to the infrared with a constant
resolution of �/�� = 20 000. The blue shading indicates the [7500–
7700] Å region used in Table 2, the red shading the [25 000–29 000] Å,
and the green shading the [39 000–51 000] Å. Note the use of the as-
tronomical flux (i.e., the flux divided by a factor ⇡) such that the values
of the flux and intensity are the same. Note also the logarithmic x- and
y-axis scale.

to '? = I? (�) · �/ (hPlanckc) · R · S · ✏ · �t, where � is the cen-
tral wavelength and R the spectral resolution of the ranges in
Table 2, I? (�) the stellar intensity (either the averaged intensity
of the granulation maps or the black body) at a certain wave-
length and for a star at 100 pc, hPlanck is the Planck constant, and
c the speed of light. In this work, we assumed a 100 cm diame-
ter and thus a collecting area of S = 7854 cm2; a net e�ciency
✏ = 0.15 electron/photon; and an integration time, �t equal to the
transit time of 7 h from Table 3. Figure 5 (top panel) shows the
number of photons is larger for the visible region with respect
to the infrared, as can be expected by the behavior of the Planck
function at these wavelengths. Moreover, the central and bottom
panels show a clear dependence of the intensity with respect to
wavelength ranges used.

The noise is the fluctuation in the total number of detected
photons, and it is �'?granulation =

p
'?granulation for the granula-

tion synthetic images and �'?BB =
p
'?BB for the corresponding

black body. Figure 6 shows the ratio between the photon noise of
the granulation images and the one from the black body. In the
optical, the value of �'?granulation of the Sun is alternatively lower
and higher than �'?BB , in particular, the granulation signal be-
comes important at the wavelength bin of [7620–7640] Å. On the
other hand, the K-dwarf granulation photon noise is systemati-
cally lower than the corresponding black body, even if it follows
the same trends as the solar one.
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Fig. 2. Representative synthetic solar-disk image computed at [7620–7640] Å (Table 2) of the 3D RHD simulations of Table 1. The intensity range
is [0.0–2.86] ⇥ 106 erg cm�2 s�1 Å�1 for the Sun and [0.0–1.82] ⇥ 106 erg cm�2 s�1 Å�1 for the K-dwarf star. We generated 80 di↵erent synthetic
solar-disk images to account for a granulation time-series of 800 min (13.3 h).

2. Stellar atmospheres and radiative transfer

We used the simulations (Table 1) from the Stagger grid of re-
alistic three-dimensional (3D) radiative hydrodynamical (RHD)
simulations of stellar convection for cool stars (Magic et al.
2013). This grid is computed using the Stagger code (originally
developed by Nordlund & Galsgaard, 19951, and continuously
improved over the years by its user community). In a Cartesian
box located around the optical surface (i.e., ⌧ ⇠ 1), the code
solves the time-dependent equations for conservation of mass,
momentum, and energy coupled to a realistic treatment of the ra-
diative transfer. The simulation domains are chosen large enough
to cover at least ten pressure scale heights vertically and to allow
for about ten granules to develop at the surface; moreover, there
are periodic boundary conditions horizontally and open bound-
aries vertically. At the bottom of the simulation, the inflows have
a constant entropy, and the whole bottom boundary is set to be a
pressure node for p-mode oscillations. The simulations employ
realistic input physics: the equation of state is an updated version
of the one described by Mihalas et al. (1988), and the radiative
transfer is calculated for a large number over wavelength points
merged into 12 opacity bins (Nordlund 1982; Skartlien 2000;
Magic et al. 2013). They include continuous absorption opaci-
ties and scattering coe�cients from Hayek et al. (2010) as well
as line opacities described in Gustafsson et al. (2008), which in
turn are based on the VALD-2 database (Stempels et al. 2001) of
atomic lines. The abundances employed in the computation are
the solar chemical composition by Asplund et al. (2009).

Theses simulations have been used to compute synthetic
images with the pure-LTE radiative transfer code Optim3D
(Chiavassa et al. 2009). The code takes into account the Doppler
shifts that are due to convective motions. The radiative transfer
equation is solved monochromatically using pre-tabulated ex-
tinction coe�cients as a function of temperature, density, and
wavelength. Optim3D uses lookup tables with the same chemi-
cal compositions as the 3D RHD simulations as well as the same
extensive atomic and molecular continuum and line opacity data
as the latest generation of MARCS models (Gustafsson et al.
2008). The microturbulence is assumed to be zero (i.e., the
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Table 2. Integrated wavelength bands computed.

Wavelength Number of ��
range, [Å] bands per band [Å]
7500–7700 10 20

25 000–29 000 16 250
39 000–51 000 1 12 000

non-thermal Doppler broadening of spectral lines is the con-
sequence of the self-consistent velocities in the simulations,
Asplund et al. 2000) and the temperature and density ranges
spanned by the tables are optimized for the values encountered
in the RHD simulations. The detailed methods used in the code
are explained in Chiavassa et al. (2009, 2010).

3. Stellar image disks to model the transits

We employed the tiling method explained in Chiavassa et al.
(2010) and used in Chiavassa et al. (2012, 2014, 2015). We used
Optim3D to compute intensity maps (see an illustrative image
for µ = 1.0 in Fig. 1 and more examples in Chiavassa et al.
2012) at di↵erent integrated wavelength bands (Table 2) cover-
ing spectral regions in the optical, which are characterized by a
higher density of transition lines toward the infrared part of the
spectrum (Fig. 3).

We performed the calculations for 30 snapshots of the 3D
RHD simulations of Table 1, adequately spaced apart so as to
capture several convective turnovers, and for 43 di↵erent incli-
nation angles (✓) with respect to the line of sight (vertical axis):
µ ⌘ cos(✓) ranging from 1.000 to 0.1045 with a step of 0.0174.
These synthetic images have been used to map them onto spheri-
cal surfaces to account for distortions especially at high latitudes
and longitudes by cropping the square-shaped intensity maps
when defining the spherical tiles. The total number of tiles (Ntile)
needed to cover half a circumference from side to side on the
sphere is Ntile =

⇡·R?
x,y�dimension , where R? (transformed into Mm),

and the x, y-dimension are taken from Table 1. The computed
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Fig. 2. Representative synthetic solar-disk image computed at [7620–7640] Å (Table 2) of the 3D RHD simulations of Table 1. The intensity range
is [0.0–2.86] ⇥ 106 erg cm�2 s�1 Å�1 for the Sun and [0.0–1.82] ⇥ 106 erg cm�2 s�1 Å�1 for the K-dwarf star. We generated 80 di↵erent synthetic
solar-disk images to account for a granulation time-series of 800 min (13.3 h).

2. Stellar atmospheres and radiative transfer

We used the simulations (Table 1) from the Stagger grid of re-
alistic three-dimensional (3D) radiative hydrodynamical (RHD)
simulations of stellar convection for cool stars (Magic et al.
2013). This grid is computed using the Stagger code (originally
developed by Nordlund & Galsgaard, 19951, and continuously
improved over the years by its user community). In a Cartesian
box located around the optical surface (i.e., ⌧ ⇠ 1), the code
solves the time-dependent equations for conservation of mass,
momentum, and energy coupled to a realistic treatment of the ra-
diative transfer. The simulation domains are chosen large enough
to cover at least ten pressure scale heights vertically and to allow
for about ten granules to develop at the surface; moreover, there
are periodic boundary conditions horizontally and open bound-
aries vertically. At the bottom of the simulation, the inflows have
a constant entropy, and the whole bottom boundary is set to be a
pressure node for p-mode oscillations. The simulations employ
realistic input physics: the equation of state is an updated version
of the one described by Mihalas et al. (1988), and the radiative
transfer is calculated for a large number over wavelength points
merged into 12 opacity bins (Nordlund 1982; Skartlien 2000;
Magic et al. 2013). They include continuous absorption opaci-
ties and scattering coe�cients from Hayek et al. (2010) as well
as line opacities described in Gustafsson et al. (2008), which in
turn are based on the VALD-2 database (Stempels et al. 2001) of
atomic lines. The abundances employed in the computation are
the solar chemical composition by Asplund et al. (2009).

Theses simulations have been used to compute synthetic
images with the pure-LTE radiative transfer code Optim3D
(Chiavassa et al. 2009). The code takes into account the Doppler
shifts that are due to convective motions. The radiative transfer
equation is solved monochromatically using pre-tabulated ex-
tinction coe�cients as a function of temperature, density, and
wavelength. Optim3D uses lookup tables with the same chemi-
cal compositions as the 3D RHD simulations as well as the same
extensive atomic and molecular continuum and line opacity data
as the latest generation of MARCS models (Gustafsson et al.
2008). The microturbulence is assumed to be zero (i.e., the
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Table 2. Integrated wavelength bands computed.

Wavelength Number of ��
range, [Å] bands per band [Å]
7500–7700 10 20

25 000–29 000 16 250
39 000–51 000 1 12 000

non-thermal Doppler broadening of spectral lines is the con-
sequence of the self-consistent velocities in the simulations,
Asplund et al. 2000) and the temperature and density ranges
spanned by the tables are optimized for the values encountered
in the RHD simulations. The detailed methods used in the code
are explained in Chiavassa et al. (2009, 2010).

3. Stellar image disks to model the transits

We employed the tiling method explained in Chiavassa et al.
(2010) and used in Chiavassa et al. (2012, 2014, 2015). We used
Optim3D to compute intensity maps (see an illustrative image
for µ = 1.0 in Fig. 1 and more examples in Chiavassa et al.
2012) at di↵erent integrated wavelength bands (Table 2) cover-
ing spectral regions in the optical, which are characterized by a
higher density of transition lines toward the infrared part of the
spectrum (Fig. 3).

We performed the calculations for 30 snapshots of the 3D
RHD simulations of Table 1, adequately spaced apart so as to
capture several convective turnovers, and for 43 di↵erent incli-
nation angles (✓) with respect to the line of sight (vertical axis):
µ ⌘ cos(✓) ranging from 1.000 to 0.1045 with a step of 0.0174.
These synthetic images have been used to map them onto spheri-
cal surfaces to account for distortions especially at high latitudes
and longitudes by cropping the square-shaped intensity maps
when defining the spherical tiles. The total number of tiles (Ntile)
needed to cover half a circumference from side to side on the
sphere is Ntile =

⇡·R?
x,y�dimension , where R? (transformed into Mm),

and the x, y-dimension are taken from Table 1. The computed
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Fig. 4. Intensity profiles obtained from the cut at x = 0, y > 0 in the
synthetic disk images of Fig. 2. The black curves are the overlap of
N = 42 di↵erent images. The number N depends on the duration of
the transit of Kepler 11-f (7 h, Table 3) and the observed granulation
timescale for the Sun is ⇠10 min (see text). The intensity profiles are
normalized to the intensity at the disk center (R = 0.0). The green line
is the temporal average profile.

In the infrared, the situation is di↵erent: for both the Sun
and the K dwarf, the photon noise is greater than the black-body
noise for all wavelength ranges; moreover, K dwarf values are
higher than the Sun owing to the lower e↵ective temperature of
the star and the consequent displacement of the radiation peak.
Furthermore, increasing the number of N realizations (up to N =
80) for the granulation average (i.e., �t = 13.3 h) returns values
very similar to Fig. 6.

Granulation significantly a↵ects the photon noise in various
wavelength ranges compared to the black-body approximation,
so that transit uncertainties based on the black-body approxima-
tion can overestimate or underestimate the uncertainties, depend-
ing on the wavelength range considered. Furthermore, it is im-
portant to consider the change in the granulation pattern during
the photometric measurements of transits like the one considered
in this work, as developed in the next section.

4.2. Flux variations caused by the transiting planet

Chiavassa et al. (2015) modeled the transit light curve of Venus
in 2004 assuming the 3D RHD simulation of the Sun (the same
as we used here) for the background solar disk. They showed that

Fig. 5. Top panel: number of photons ('?granulation for the synthetic Sun
(black) and K dwarf (red) calculated as described in the text and for the
wavelengths of Table 2. Central and bottom panels: enlargements for
the Sun in the optical and infrared.

in terms of transit depth and ingress/egress slopes as well as the
emerging flux, the RHD simulation is well adapted to interpret
the observed data. Furthermore, they reported that the granula-
tion causes intrinsic changes in the total solar irradiance over the
same time interval as the Venus transit, arguing that the gran-
ulation is a source of an intrinsic noise that may a↵ect precise
measurements of exoplanet transits.

In this work, we extended their analysis to the simulations
of Table 1 (i.e., adding more calculations for the Sun and the
K dwarf) and to the large set of wavelength bands of Table 2. We
used the following procedure:

– we chose three prototypes of planets with di↵erent sizes and
transit time lengths corresponding to a hot Jupiter, a hot
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Fig. 2. Representative synthetic solar-disk image computed at [7620–7640] Å (Table 2) of the 3D RHD simulations of Table 1. The intensity range
is [0.0–2.86] ⇥ 106 erg cm�2 s�1 Å�1 for the Sun and [0.0–1.82] ⇥ 106 erg cm�2 s�1 Å�1 for the K-dwarf star. We generated 80 di↵erent synthetic
solar-disk images to account for a granulation time-series of 800 min (13.3 h).

2. Stellar atmospheres and radiative transfer

We used the simulations (Table 1) from the Stagger grid of re-
alistic three-dimensional (3D) radiative hydrodynamical (RHD)
simulations of stellar convection for cool stars (Magic et al.
2013). This grid is computed using the Stagger code (originally
developed by Nordlund & Galsgaard, 19951, and continuously
improved over the years by its user community). In a Cartesian
box located around the optical surface (i.e., ⌧ ⇠ 1), the code
solves the time-dependent equations for conservation of mass,
momentum, and energy coupled to a realistic treatment of the ra-
diative transfer. The simulation domains are chosen large enough
to cover at least ten pressure scale heights vertically and to allow
for about ten granules to develop at the surface; moreover, there
are periodic boundary conditions horizontally and open bound-
aries vertically. At the bottom of the simulation, the inflows have
a constant entropy, and the whole bottom boundary is set to be a
pressure node for p-mode oscillations. The simulations employ
realistic input physics: the equation of state is an updated version
of the one described by Mihalas et al. (1988), and the radiative
transfer is calculated for a large number over wavelength points
merged into 12 opacity bins (Nordlund 1982; Skartlien 2000;
Magic et al. 2013). They include continuous absorption opaci-
ties and scattering coe�cients from Hayek et al. (2010) as well
as line opacities described in Gustafsson et al. (2008), which in
turn are based on the VALD-2 database (Stempels et al. 2001) of
atomic lines. The abundances employed in the computation are
the solar chemical composition by Asplund et al. (2009).

Theses simulations have been used to compute synthetic
images with the pure-LTE radiative transfer code Optim3D
(Chiavassa et al. 2009). The code takes into account the Doppler
shifts that are due to convective motions. The radiative transfer
equation is solved monochromatically using pre-tabulated ex-
tinction coe�cients as a function of temperature, density, and
wavelength. Optim3D uses lookup tables with the same chemi-
cal compositions as the 3D RHD simulations as well as the same
extensive atomic and molecular continuum and line opacity data
as the latest generation of MARCS models (Gustafsson et al.
2008). The microturbulence is assumed to be zero (i.e., the
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Table 2. Integrated wavelength bands computed.

Wavelength Number of ��
range, [Å] bands per band [Å]
7500–7700 10 20

25 000–29 000 16 250
39 000–51 000 1 12 000

non-thermal Doppler broadening of spectral lines is the con-
sequence of the self-consistent velocities in the simulations,
Asplund et al. 2000) and the temperature and density ranges
spanned by the tables are optimized for the values encountered
in the RHD simulations. The detailed methods used in the code
are explained in Chiavassa et al. (2009, 2010).

3. Stellar image disks to model the transits

We employed the tiling method explained in Chiavassa et al.
(2010) and used in Chiavassa et al. (2012, 2014, 2015). We used
Optim3D to compute intensity maps (see an illustrative image
for µ = 1.0 in Fig. 1 and more examples in Chiavassa et al.
2012) at di↵erent integrated wavelength bands (Table 2) cover-
ing spectral regions in the optical, which are characterized by a
higher density of transition lines toward the infrared part of the
spectrum (Fig. 3).

We performed the calculations for 30 snapshots of the 3D
RHD simulations of Table 1, adequately spaced apart so as to
capture several convective turnovers, and for 43 di↵erent incli-
nation angles (✓) with respect to the line of sight (vertical axis):
µ ⌘ cos(✓) ranging from 1.000 to 0.1045 with a step of 0.0174.
These synthetic images have been used to map them onto spheri-
cal surfaces to account for distortions especially at high latitudes
and longitudes by cropping the square-shaped intensity maps
when defining the spherical tiles. The total number of tiles (Ntile)
needed to cover half a circumference from side to side on the
sphere is Ntile =

⇡·R?
x,y�dimension , where R? (transformed into Mm),

and the x, y-dimension are taken from Table 1. The computed
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Fig. 2. Representative synthetic solar-disk image computed at [7620–7640] Å (Table 2) of the 3D RHD simulations of Table 1. The intensity range
is [0.0–2.86] ⇥ 106 erg cm�2 s�1 Å�1 for the Sun and [0.0–1.82] ⇥ 106 erg cm�2 s�1 Å�1 for the K-dwarf star. We generated 80 di↵erent synthetic
solar-disk images to account for a granulation time-series of 800 min (13.3 h).

2. Stellar atmospheres and radiative transfer

We used the simulations (Table 1) from the Stagger grid of re-
alistic three-dimensional (3D) radiative hydrodynamical (RHD)
simulations of stellar convection for cool stars (Magic et al.
2013). This grid is computed using the Stagger code (originally
developed by Nordlund & Galsgaard, 19951, and continuously
improved over the years by its user community). In a Cartesian
box located around the optical surface (i.e., ⌧ ⇠ 1), the code
solves the time-dependent equations for conservation of mass,
momentum, and energy coupled to a realistic treatment of the ra-
diative transfer. The simulation domains are chosen large enough
to cover at least ten pressure scale heights vertically and to allow
for about ten granules to develop at the surface; moreover, there
are periodic boundary conditions horizontally and open bound-
aries vertically. At the bottom of the simulation, the inflows have
a constant entropy, and the whole bottom boundary is set to be a
pressure node for p-mode oscillations. The simulations employ
realistic input physics: the equation of state is an updated version
of the one described by Mihalas et al. (1988), and the radiative
transfer is calculated for a large number over wavelength points
merged into 12 opacity bins (Nordlund 1982; Skartlien 2000;
Magic et al. 2013). They include continuous absorption opaci-
ties and scattering coe�cients from Hayek et al. (2010) as well
as line opacities described in Gustafsson et al. (2008), which in
turn are based on the VALD-2 database (Stempels et al. 2001) of
atomic lines. The abundances employed in the computation are
the solar chemical composition by Asplund et al. (2009).

Theses simulations have been used to compute synthetic
images with the pure-LTE radiative transfer code Optim3D
(Chiavassa et al. 2009). The code takes into account the Doppler
shifts that are due to convective motions. The radiative transfer
equation is solved monochromatically using pre-tabulated ex-
tinction coe�cients as a function of temperature, density, and
wavelength. Optim3D uses lookup tables with the same chemi-
cal compositions as the 3D RHD simulations as well as the same
extensive atomic and molecular continuum and line opacity data
as the latest generation of MARCS models (Gustafsson et al.
2008). The microturbulence is assumed to be zero (i.e., the
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Table 2. Integrated wavelength bands computed.

Wavelength Number of ��
range, [Å] bands per band [Å]
7500–7700 10 20

25 000–29 000 16 250
39 000–51 000 1 12 000

non-thermal Doppler broadening of spectral lines is the con-
sequence of the self-consistent velocities in the simulations,
Asplund et al. 2000) and the temperature and density ranges
spanned by the tables are optimized for the values encountered
in the RHD simulations. The detailed methods used in the code
are explained in Chiavassa et al. (2009, 2010).

3. Stellar image disks to model the transits

We employed the tiling method explained in Chiavassa et al.
(2010) and used in Chiavassa et al. (2012, 2014, 2015). We used
Optim3D to compute intensity maps (see an illustrative image
for µ = 1.0 in Fig. 1 and more examples in Chiavassa et al.
2012) at di↵erent integrated wavelength bands (Table 2) cover-
ing spectral regions in the optical, which are characterized by a
higher density of transition lines toward the infrared part of the
spectrum (Fig. 3).

We performed the calculations for 30 snapshots of the 3D
RHD simulations of Table 1, adequately spaced apart so as to
capture several convective turnovers, and for 43 di↵erent incli-
nation angles (✓) with respect to the line of sight (vertical axis):
µ ⌘ cos(✓) ranging from 1.000 to 0.1045 with a step of 0.0174.
These synthetic images have been used to map them onto spheri-
cal surfaces to account for distortions especially at high latitudes
and longitudes by cropping the square-shaped intensity maps
when defining the spherical tiles. The total number of tiles (Ntile)
needed to cover half a circumference from side to side on the
sphere is Ntile =

⇡·R?
x,y�dimension , where R? (transformed into Mm),

and the x, y-dimension are taken from Table 1. The computed
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Fig. 6. Ratio between the photon noise computed for the synthetic im-
ages with granulation (�'?granulation ) and for the correspondent black body
(�'?BB ) with the same e↵ective temperature of the RHD simulations of
the Sun (black circles) and K dwarf (red triangles). The wavelengths are
taken from Table 2.

Table 4. Typical values of the stellar (either Sun or K dwarf) intensities,
Istar, at its center (µ = 1) for the synthetic images of the simulations
(Fig. 2), and the planet integrated intensity, Iplanet, for a few representa-
tive wavelength bands (Table 2).

� [7620–7640] [25 000–25 250] [39 000–51 000]
band [Å]

ISun/Iterrestrial 4 ⇥ 1015 360 000 6066
ISun/INeptune 75 270 187 86
ISun/IJupiter 4487 68 42

IKdwarf/Iterrestrial 1016 262 000 4560
IKdwarf/INeptune 28 130 136 65
IKdwarf/IJupiter 7510 50 32

Neptune, and a terrestrial planet (Table 3) with the purpose
of studying the resulting noise caused by the granulation on
simulated transits. We did not aim to reproduce the exact
conditions of the planet-star systems detected;

– we used the synthetic disk images as the background-
emitting source for all the wavelength bands of Table 2;

– to model the flux of the planet, we used a black body with
the planet equilibrium temperature reported in Table 3. The
typical flux ratios are reported in Table 4;

– we simulated the transits using the exoplanet data reported
in Table 3, and collected data points every 3 min. Synthetic
images are reported in Fig. 8 for the Sun;

Fig. 7. Scatter plot of 42 (top) and 12 (bottom) di↵erent transit light
curves for a terrestrial and hot Jupiter planet of Table 3, respectively.
The green dashed line is the average light curve profile.

– the emerging intensity was collected for every transit step;
– we accounted for the variation of the granulation intensity

using a set of N di↵erent synthetic stellar-disk images. We
chose randomly Nterrestrial = 42, NNeptune = 18, and NJupiter =
12 synthetic realizations from our 80 realizations.

Following this procedure, since we collected points every 3 min,
that is, about one-third of 10 min (the granulation timescale for
the Sun), to build a transit there are three adjacent time steps
for which the same image was used (i.e., this corresponds to
three di↵erent positions of the transiting planet). Then, a new
synthetic image was chosen randomly and used for about three
more times, and so on. This leads for a total of, for instance,
Nterrestrial = 42 or NJupiter = 12 synthetic realizations as in the
example of di↵erent transit curves superimposed in Fig. 7. The
figure shows that the central phase of the terrestrial transit wig-
gles more strongly than that of the hot Jupiter, which looks
smoother. Since the number of tiles needed to cover the sphere is
smaller than the number of representative snapshots of the RHD
simulations, tiles randomly appear several times along the tran-
sit trajectory and, consequentially, a correlated behavior between
the di↵erent transit curves arises. This e↵ect is more important
for the terrestrial planet, which is more sensitive to the stellar in-
homogeneities because of the convection-related surface struc-
tures because its apparent size is comparable to the RHD simu-
lation box.
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Neptune, and a terrestrial planet (Table 3) with the purpose
of studying the resulting noise caused by the granulation on
simulated transits. We did not aim to reproduce the exact
conditions of the planet-star systems detected;

– we used the synthetic disk images as the background-
emitting source for all the wavelength bands of Table 2;

– to model the flux of the planet, we used a black body with
the planet equilibrium temperature reported in Table 3. The
typical flux ratios are reported in Table 4;

– we simulated the transits using the exoplanet data reported
in Table 3, and collected data points every 3 min. Synthetic
images are reported in Fig. 8 for the Sun;

Fig. 7. Scatter plot of 42 (top) and 12 (bottom) di↵erent transit light
curves for a terrestrial and hot Jupiter planet of Table 3, respectively.
The green dashed line is the average light curve profile.

– the emerging intensity was collected for every transit step;
– we accounted for the variation of the granulation intensity

using a set of N di↵erent synthetic stellar-disk images. We
chose randomly Nterrestrial = 42, NNeptune = 18, and NJupiter =
12 synthetic realizations from our 80 realizations.

Following this procedure, since we collected points every 3 min,
that is, about one-third of 10 min (the granulation timescale for
the Sun), to build a transit there are three adjacent time steps
for which the same image was used (i.e., this corresponds to
three di↵erent positions of the transiting planet). Then, a new
synthetic image was chosen randomly and used for about three
more times, and so on. This leads for a total of, for instance,
Nterrestrial = 42 or NJupiter = 12 synthetic realizations as in the
example of di↵erent transit curves superimposed in Fig. 7. The
figure shows that the central phase of the terrestrial transit wig-
gles more strongly than that of the hot Jupiter, which looks
smoother. Since the number of tiles needed to cover the sphere is
smaller than the number of representative snapshots of the RHD
simulations, tiles randomly appear several times along the tran-
sit trajectory and, consequentially, a correlated behavior between
the di↵erent transit curves arises. This e↵ect is more important
for the terrestrial planet, which is more sensitive to the stellar in-
homogeneities because of the convection-related surface struc-
tures because its apparent size is comparable to the RHD simu-
lation box.
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Fig. 11. Top panel: di↵erent transit trajectories of the prototype planet
Kepler-11 on the Sun at the representative wavelength band of [7620–
7640] Å and for four orbital inclination angles inc = [90.85, 90.65,
90.45, and 90.25]� (from top to bottom transit). An inclination angle of
90� corresponds to a planet crossing at the stellar center (Fig. 8). Cen-
tral panel: transit light curves with colored shade denoting highest and
lowest values of 42 di↵erent synthetic images to account for granulation
changes during the transit. Blue corresponds to inc = 90.85�, green to
90.65�, yellow to 90.45�, and red to 90.25�.

uncertainty is smaller when fitting the 1� uncertainty limits for
all planets, but in particular for the terrestrial ones. It is strongly
related to the rms reported in Table 5: the optical region returns
larger errors as well as larger rms than those at the infrared wave-
length, while the uncertainty is larger for terrestrial planets while
their rms is smaller (up to 0.90% and ⇠0.47% for terrestrial and
gaseous planets, respectively). The Sun returns higher values for
the radius error than the K dwarf.

It should be noted the duration of the transits used in this
work (Table 3) reach up to seven hours. In our analysis, longer
transit durations may lead to lower but still significant estimates
for the radius uncertainty. The e↵ects of the granulation noise on
the radius are non-negligible and should be considered for pre-
cise measurements of exoplanet transits of, in particular, planets
with small diameters. The actual granulation noise is quantified
in the next section. The full characterization of the granulation is
essential for determining the degree of undertainty on the planet
parameters. In this context, the use of 3D RHD simulations is
important for estimating the amplitude of the convection-related

Fig. 12. Example of limb-darkening fit (red line) with the Claret law
(see text) to the averaged intensity profiles of Fig. 4.

Fig. 13. Enlargement from Fig. 9 of one transit (with the green shad-
ing denoting highest and lowest values) with 42 di↵erent synthetic so-
lar images to account for granulation changes during the transit time
length for the terrestrial planet of Table 3. The dash-dotted red line is
the 1� uncertainty, while the dash-dotted light green line is the 3� un-
certainty on the transit distribution. The solid red and blue curves corre-
spond to radially symmetric stellar limb-darkened disks with di↵erent
planet radii to match the maximum (red) and minimum (blue) green
shading.

fluctuations. This can be achieved by performing precise and
continuous observations of stellar photometry and radial veloc-
ity, which are interpreted with RHD simulations, before, after,
and during the transit periods.

5.3. Light curves across wavelengths and planet sizes

The aim of this section is to investigate how the granulation be-
haves across the di↵erent wavelength bands of Table 2. For this
purpose, we used the transit light curve of three representative
granulation stellar disks in the optical and near-infrared region.
Following the limb-darkening procedure explained in Sect. 5.2,
we fitted the temporal averaged intensity profile (green line in
Fig. 4) with the limb-darkening law of Claret (2000) and used it
to generate radially symmetric stellar limb-darkened disks and,
the transit light curves for a terrestrial planet (Table 3). For
each wavelength bin, we then subtracted the light curve gen-
erated with the granulation from the smoothed limb-darkening
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Fig. 9. Transit light curves (with the green shade denoting highest and lowest values) of 42 di↵erent synthetic Sun (top row) and K-dwarf star
(bottom row) images to account for granulation changes during the transit time length for every planet (Table 3) and considering that the granulation
timescale for the Sun is ⇠10 min. The wavelength band shown is [7620–7640] Å (Table 2).

Table 5. Transiting curve data for the di↵erent prototype planets of
Table 3 and 3D RHD simulations of Table 1.

Planet Star Wavelength Deptha rms
[Å] [ppm]

terrestrial Sun [7600–7700] 0.999431 3.5
Neptune 0.995046 7.4

hot Jupiter 0.986251 15.9
terrestrial [25 000–29 000] 0.999480 1.1
Neptune 0.995487 2.1

hot Jupiter 0.987509 4.6
terrestrial [39 000–51 000] 0.999489 0.8
Neptune 0.995557 1.8

hot Jupiter 0.987660 3.5
terrestrial K dwarf [7600–7700] 0.999635 2.7
Neptune 0.996822 6.3

hot Jupiter 0.991180 9.8
terrestrial [25 000–29 000] 0.999679 0.8
Neptune 0.997194 2.1

hot Jupiter 0.992244 2.7
terrestrial [39 000–51 000] 0.999684 0.7
Neptune 0.997261 1.6

hot Jupiter 0.992391 2.1

Notes. The values reported in Col. 4 are the maximum transit depth and
those in Col. 5 are the rms of a set of values covering the central part of
the transit periods: [�1, +1] h for the terrestrial planet, [�0.15, +0.15] h
for hot Neptune, and [�0.1, +0.1] h for the hot Jupiter. These values are
representative for all the wavelength bands from Table 2.
(a) The depth is defined as the normalized flux minimum during transit.

Table 6. Photometric accuracy of di↵erent telescopes.

Name Ground- or Accuracy Filter
space-based [part-per-million] [Å]

HATNeta ground ⇠5000 V and I bands
NGTSb ground <1000 [6000–9000]

TRAPPISTc ground ⇠300 V band
WASPd ground ⇠4000 [4000–7000]

SPITZERe space 29–143 [36 000–80 000]
CHEOPS f space ⇠10 V band

Keplerg space 20–84 [4230–8970]
CoRoTh space ⇠100 [5000–10 000]
TESSi space ⇠60 [6000–10 000]

PLATO j space ⇠27 [5000–10 000]

References. (a) Bakos et al. (2004); (b) Wheatley et al. (2013);
(c) Jehin et al. (2011); (d) Pollacco et al. (2006); (e) Gillon et al. (2010),
Stevenson et al. (2010); ( f ) Broeg et al. (2013); (g) Koch et al. (2010);
(h) Auvergne et al. (2009); (i) Ricker et al. (2015); ( j) Rauer et al. (2014).

values are comparable to the expected rms of the granulation (be-
tween [3.5–15.9] ppm, with stronger fluctuations in the optical).

5. Effect of the granulation noise

5.1. Investigation on different orbital inclination angles

In this section, we investigate the e↵ect of the granulation pat-
tern on di↵erent orbital inclination angles ranging from inc =
[90.85–90.25]�, with a step of 0.2�. Figure 11 (top panel) shows
the orbital inclinations (decreasing inc in the souther stellar
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Fig. 9. Transit light curves (with the green shade denoting highest and lowest values) of 42 di↵erent synthetic Sun (top row) and K-dwarf star
(bottom row) images to account for granulation changes during the transit time length for every planet (Table 3) and considering that the granulation
timescale for the Sun is ⇠10 min. The wavelength band shown is [7620–7640] Å (Table 2).

Table 5. Transiting curve data for the di↵erent prototype planets of
Table 3 and 3D RHD simulations of Table 1.

Planet Star Wavelength Deptha rms
[Å] [ppm]

terrestrial Sun [7600–7700] 0.999431 3.5
Neptune 0.995046 7.4

hot Jupiter 0.986251 15.9
terrestrial [25 000–29 000] 0.999480 1.1
Neptune 0.995487 2.1

hot Jupiter 0.987509 4.6
terrestrial [39 000–51 000] 0.999489 0.8
Neptune 0.995557 1.8

hot Jupiter 0.987660 3.5
terrestrial K dwarf [7600–7700] 0.999635 2.7
Neptune 0.996822 6.3

hot Jupiter 0.991180 9.8
terrestrial [25 000–29 000] 0.999679 0.8
Neptune 0.997194 2.1

hot Jupiter 0.992244 2.7
terrestrial [39 000–51 000] 0.999684 0.7
Neptune 0.997261 1.6

hot Jupiter 0.992391 2.1

Notes. The values reported in Col. 4 are the maximum transit depth and
those in Col. 5 are the rms of a set of values covering the central part of
the transit periods: [�1, +1] h for the terrestrial planet, [�0.15, +0.15] h
for hot Neptune, and [�0.1, +0.1] h for the hot Jupiter. These values are
representative for all the wavelength bands from Table 2.
(a) The depth is defined as the normalized flux minimum during transit.

Table 6. Photometric accuracy of di↵erent telescopes.

Name Ground- or Accuracy Filter
space-based [part-per-million] [Å]

HATNeta ground ⇠5000 V and I bands
NGTSb ground <1000 [6000–9000]

TRAPPISTc ground ⇠300 V band
WASPd ground ⇠4000 [4000–7000]

SPITZERe space 29–143 [36 000–80 000]
CHEOPS f space ⇠10 V band

Keplerg space 20–84 [4230–8970]
CoRoTh space ⇠100 [5000–10 000]
TESSi space ⇠60 [6000–10 000]

PLATO j space ⇠27 [5000–10 000]

References. (a) Bakos et al. (2004); (b) Wheatley et al. (2013);
(c) Jehin et al. (2011); (d) Pollacco et al. (2006); (e) Gillon et al. (2010),
Stevenson et al. (2010); ( f ) Broeg et al. (2013); (g) Koch et al. (2010);
(h) Auvergne et al. (2009); (i) Ricker et al. (2015); ( j) Rauer et al. (2014).

values are comparable to the expected rms of the granulation (be-
tween [3.5–15.9] ppm, with stronger fluctuations in the optical).

5. Effect of the granulation noise

5.1. Investigation on different orbital inclination angles

In this section, we investigate the e↵ect of the granulation pat-
tern on di↵erent orbital inclination angles ranging from inc =
[90.85–90.25]�, with a step of 0.2�. Figure 11 (top panel) shows
the orbital inclinations (decreasing inc in the souther stellar
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Fig. 9. Transit light curves (with the green shade denoting highest and lowest values) of 42 di↵erent synthetic Sun (top row) and K-dwarf star
(bottom row) images to account for granulation changes during the transit time length for every planet (Table 3) and considering that the granulation
timescale for the Sun is ⇠10 min. The wavelength band shown is [7620–7640] Å (Table 2).

Table 5. Transiting curve data for the di↵erent prototype planets of
Table 3 and 3D RHD simulations of Table 1.

Planet Star Wavelength Deptha rms
[Å] [ppm]

terrestrial Sun [7600–7700] 0.999431 3.5
Neptune 0.995046 7.4

hot Jupiter 0.986251 15.9
terrestrial [25 000–29 000] 0.999480 1.1
Neptune 0.995487 2.1

hot Jupiter 0.987509 4.6
terrestrial [39 000–51 000] 0.999489 0.8
Neptune 0.995557 1.8

hot Jupiter 0.987660 3.5
terrestrial K dwarf [7600–7700] 0.999635 2.7
Neptune 0.996822 6.3

hot Jupiter 0.991180 9.8
terrestrial [25 000–29 000] 0.999679 0.8
Neptune 0.997194 2.1

hot Jupiter 0.992244 2.7
terrestrial [39 000–51 000] 0.999684 0.7
Neptune 0.997261 1.6

hot Jupiter 0.992391 2.1

Notes. The values reported in Col. 4 are the maximum transit depth and
those in Col. 5 are the rms of a set of values covering the central part of
the transit periods: [�1, +1] h for the terrestrial planet, [�0.15, +0.15] h
for hot Neptune, and [�0.1, +0.1] h for the hot Jupiter. These values are
representative for all the wavelength bands from Table 2.
(a) The depth is defined as the normalized flux minimum during transit.

Table 6. Photometric accuracy of di↵erent telescopes.

Name Ground- or Accuracy Filter
space-based [part-per-million] [Å]

HATNeta ground ⇠5000 V and I bands
NGTSb ground <1000 [6000–9000]

TRAPPISTc ground ⇠300 V band
WASPd ground ⇠4000 [4000–7000]

SPITZERe space 29–143 [36 000–80 000]
CHEOPS f space ⇠10 V band

Keplerg space 20–84 [4230–8970]
CoRoTh space ⇠100 [5000–10 000]
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Stevenson et al. (2010); ( f ) Broeg et al. (2013); (g) Koch et al. (2010);
(h) Auvergne et al. (2009); (i) Ricker et al. (2015); ( j) Rauer et al. (2014).

values are comparable to the expected rms of the granulation (be-
tween [3.5–15.9] ppm, with stronger fluctuations in the optical).

5. Effect of the granulation noise

5.1. Investigation on different orbital inclination angles

In this section, we investigate the e↵ect of the granulation pat-
tern on di↵erent orbital inclination angles ranging from inc =
[90.85–90.25]�, with a step of 0.2�. Figure 11 (top panel) shows
the orbital inclinations (decreasing inc in the souther stellar
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Fig. 8. Top row: synthetic solar disk images with transiting planet computed at [7620–7640] Å (left, see Table 2), [25 000–25 250] Å (center),
[39 000–51 000] Å (right) for the Sun (Table 1). The prototype planet for the transit is the terrestrial planet (Table 3). For the sake of clarity, we
assumed transit data measurements every 20 min in these plots. However, in the analysis (Figs. 9 and 10), we simulated transits measurements
every 3 min. Bottom row: same as above with solar images computed at [7620–7640] Å and the prototype Neptune (left) and the hot Jupiter
(center).

Figure 8 shows the simulated transits at di↵erent wavelength
bands and prototype planets. The top row panel displays pro-
nounced center-to-limb variations in the stellar disk from the op-
tical toward the infrared bands, which is principally caused by
the Planck function behavior at di↵erent wavelengths.

We computed light curves for the prototype planets of
Table 3 and for all the wavelength bands of Table 2. Represen-
tative examples are shown in Figs. 9 and 10. During a transit,
the planet blocks part of the radiation of its host star. The ob-
served dim of light is directly proportional to the ratio of the
planetary and the stellar projected areas as well as to the ratio
of the brightness contrast. The latter depends on the wavelength
probed, owing mainly to the di↵erent Planck functions in the op-
tical and the infrared wavelength ranges (e.g., Chiavassa et al.
2012), and on the temporal variation of the granulation pattern
(green shades in the transit plots and Fig. 7). Moreover, the depth
of the curves depends of the size of the transiting planets (e.g.,
Borucki & Summers 1984) with the largest prototype planet (hot
Jupiter) causing the largest transit depth (Table 5).

The envelope of the various computed transits (green shades)
in Fig. 9 and is a↵ected by the granulation noise, either be-
cause during the transit the planet occults isolated regions of the
photosphere that di↵er in local surface brightness as a result of
convection-related surface structures or by the photometric fluc-
tuations of the stellar disk (as discussed in the previous section).

These two sources of noise act simultaneously during the planet
transit. In Table 5 we report the maximum depth value of the dif-
ferent transits and the root-mean-square (rms) of the light curves
for values covering the central part of the transit periods. The
rms is the direct signature of the granulation noise. It is present
for all the wavelength bands used in this work and depends on
the size of the planet (larger planets return stronger fluctuations)
and the wavelength probed (the optical region is characterized by
stronger fluctuations with respect to the infrared wavelengths).
Compared to the terrestrial planet, hot Jupiter and Neptune plan-
ets occult larger regions of the stellar disk that di↵er in local sur-
face brightness: this results in greater changes in the total stellar
irradiance in the same time interval. The K-dwarf star returns
weaker fluctuations than the Sun, at least at the spectral resolu-
tion considered for the calculations.

The granulation rms found for the terrestrial planet transit
(3.5 and 2.7 ppm for the Sun and the K-dwarf star, respectively)
is close to the observed photometric variability of the SOHO
quiet-Sun data, which ranges between 10 to 50 ppm (Jenkins
2002; Frohlich et al. 1997). It should be noted that in our case
we use narrower bands (e.g., 20 Å in the optical) with respect
to the very broad filter of SOHO. The accuracy of ground-based
telescopes (Table 6) is higher than the contribution of the gran-
ulation fluctuations. On the other hand, space-based telescopes
show better precision, down to ⇠10 ppm in the optical. These
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Fig. 8. Top row: synthetic solar disk images with transiting planet computed at [7620–7640] Å (left, see Table 2), [25 000–25 250] Å (center),
[39 000–51 000] Å (right) for the Sun (Table 1). The prototype planet for the transit is the terrestrial planet (Table 3). For the sake of clarity, we
assumed transit data measurements every 20 min in these plots. However, in the analysis (Figs. 9 and 10), we simulated transits measurements
every 3 min. Bottom row: same as above with solar images computed at [7620–7640] Å and the prototype Neptune (left) and the hot Jupiter
(center).

Figure 8 shows the simulated transits at di↵erent wavelength
bands and prototype planets. The top row panel displays pro-
nounced center-to-limb variations in the stellar disk from the op-
tical toward the infrared bands, which is principally caused by
the Planck function behavior at di↵erent wavelengths.

We computed light curves for the prototype planets of
Table 3 and for all the wavelength bands of Table 2. Represen-
tative examples are shown in Figs. 9 and 10. During a transit,
the planet blocks part of the radiation of its host star. The ob-
served dim of light is directly proportional to the ratio of the
planetary and the stellar projected areas as well as to the ratio
of the brightness contrast. The latter depends on the wavelength
probed, owing mainly to the di↵erent Planck functions in the op-
tical and the infrared wavelength ranges (e.g., Chiavassa et al.
2012), and on the temporal variation of the granulation pattern
(green shades in the transit plots and Fig. 7). Moreover, the depth
of the curves depends of the size of the transiting planets (e.g.,
Borucki & Summers 1984) with the largest prototype planet (hot
Jupiter) causing the largest transit depth (Table 5).

The envelope of the various computed transits (green shades)
in Fig. 9 and is a↵ected by the granulation noise, either be-
cause during the transit the planet occults isolated regions of the
photosphere that di↵er in local surface brightness as a result of
convection-related surface structures or by the photometric fluc-
tuations of the stellar disk (as discussed in the previous section).

These two sources of noise act simultaneously during the planet
transit. In Table 5 we report the maximum depth value of the dif-
ferent transits and the root-mean-square (rms) of the light curves
for values covering the central part of the transit periods. The
rms is the direct signature of the granulation noise. It is present
for all the wavelength bands used in this work and depends on
the size of the planet (larger planets return stronger fluctuations)
and the wavelength probed (the optical region is characterized by
stronger fluctuations with respect to the infrared wavelengths).
Compared to the terrestrial planet, hot Jupiter and Neptune plan-
ets occult larger regions of the stellar disk that di↵er in local sur-
face brightness: this results in greater changes in the total stellar
irradiance in the same time interval. The K-dwarf star returns
weaker fluctuations than the Sun, at least at the spectral resolu-
tion considered for the calculations.

The granulation rms found for the terrestrial planet transit
(3.5 and 2.7 ppm for the Sun and the K-dwarf star, respectively)
is close to the observed photometric variability of the SOHO
quiet-Sun data, which ranges between 10 to 50 ppm (Jenkins
2002; Frohlich et al. 1997). It should be noted that in our case
we use narrower bands (e.g., 20 Å in the optical) with respect
to the very broad filter of SOHO. The accuracy of ground-based
telescopes (Table 6) is higher than the contribution of the gran-
ulation fluctuations. On the other hand, space-based telescopes
show better precision, down to ⇠10 ppm in the optical. These
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Fig. 8. Top row: synthetic solar disk images with transiting planet computed at [7620–7640] Å (left, see Table 2), [25 000–25 250] Å (center),
[39 000–51 000] Å (right) for the Sun (Table 1). The prototype planet for the transit is the terrestrial planet (Table 3). For the sake of clarity, we
assumed transit data measurements every 20 min in these plots. However, in the analysis (Figs. 9 and 10), we simulated transits measurements
every 3 min. Bottom row: same as above with solar images computed at [7620–7640] Å and the prototype Neptune (left) and the hot Jupiter
(center).

Figure 8 shows the simulated transits at di↵erent wavelength
bands and prototype planets. The top row panel displays pro-
nounced center-to-limb variations in the stellar disk from the op-
tical toward the infrared bands, which is principally caused by
the Planck function behavior at di↵erent wavelengths.

We computed light curves for the prototype planets of
Table 3 and for all the wavelength bands of Table 2. Represen-
tative examples are shown in Figs. 9 and 10. During a transit,
the planet blocks part of the radiation of its host star. The ob-
served dim of light is directly proportional to the ratio of the
planetary and the stellar projected areas as well as to the ratio
of the brightness contrast. The latter depends on the wavelength
probed, owing mainly to the di↵erent Planck functions in the op-
tical and the infrared wavelength ranges (e.g., Chiavassa et al.
2012), and on the temporal variation of the granulation pattern
(green shades in the transit plots and Fig. 7). Moreover, the depth
of the curves depends of the size of the transiting planets (e.g.,
Borucki & Summers 1984) with the largest prototype planet (hot
Jupiter) causing the largest transit depth (Table 5).

The envelope of the various computed transits (green shades)
in Fig. 9 and is a↵ected by the granulation noise, either be-
cause during the transit the planet occults isolated regions of the
photosphere that di↵er in local surface brightness as a result of
convection-related surface structures or by the photometric fluc-
tuations of the stellar disk (as discussed in the previous section).

These two sources of noise act simultaneously during the planet
transit. In Table 5 we report the maximum depth value of the dif-
ferent transits and the root-mean-square (rms) of the light curves
for values covering the central part of the transit periods. The
rms is the direct signature of the granulation noise. It is present
for all the wavelength bands used in this work and depends on
the size of the planet (larger planets return stronger fluctuations)
and the wavelength probed (the optical region is characterized by
stronger fluctuations with respect to the infrared wavelengths).
Compared to the terrestrial planet, hot Jupiter and Neptune plan-
ets occult larger regions of the stellar disk that di↵er in local sur-
face brightness: this results in greater changes in the total stellar
irradiance in the same time interval. The K-dwarf star returns
weaker fluctuations than the Sun, at least at the spectral resolu-
tion considered for the calculations.

The granulation rms found for the terrestrial planet transit
(3.5 and 2.7 ppm for the Sun and the K-dwarf star, respectively)
is close to the observed photometric variability of the SOHO
quiet-Sun data, which ranges between 10 to 50 ppm (Jenkins
2002; Frohlich et al. 1997). It should be noted that in our case
we use narrower bands (e.g., 20 Å in the optical) with respect
to the very broad filter of SOHO. The accuracy of ground-based
telescopes (Table 6) is higher than the contribution of the gran-
ulation fluctuations. On the other hand, space-based telescopes
show better precision, down to ⇠10 ppm in the optical. These
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Figure 2.5: Top left panel: Synthetic image (with enlargement) of the solar disk in the visible and
the di↵erent positions of the transit of Venus in 2004 as seen from the ACRIMSAT satellite. Venus’
unusual trajectory is induced by the satellite’s orbit. Top right panel: Light curve of the Venus transit,
photometric observations are reported in red with error bars (Schneider et al. 2006), the dotted black
line is the best matching curve from 3D simualtions, and the green color indicates the highest and
lowest values due to the changes in granulation in the synthetic Sun (Chiavassa et al. 2015). Bot-
tom panels: Synthetic transits in front of the Sun for several types of planets to study the impact of
granulation on the measurement of the planetary radius (Chiavassa et al. 2017a).
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Fig. 11. Top panel: di↵erent transit trajectories of the prototype planet
Kepler-11 on the Sun at the representative wavelength band of [7620–
7640] Å and for four orbital inclination angles inc = [90.85, 90.65,
90.45, and 90.25]� (from top to bottom transit). An inclination angle of
90� corresponds to a planet crossing at the stellar center (Fig. 8). Cen-
tral panel: transit light curves with colored shade denoting highest and
lowest values of 42 di↵erent synthetic images to account for granulation
changes during the transit. Blue corresponds to inc = 90.85�, green to
90.65�, yellow to 90.45�, and red to 90.25�.

uncertainty is smaller when fitting the 1� uncertainty limits for
all planets, but in particular for the terrestrial ones. It is strongly
related to the rms reported in Table 5: the optical region returns
larger errors as well as larger rms than those at the infrared wave-
length, while the uncertainty is larger for terrestrial planets while
their rms is smaller (up to 0.90% and ⇠0.47% for terrestrial and
gaseous planets, respectively). The Sun returns higher values for
the radius error than the K dwarf.

It should be noted the duration of the transits used in this
work (Table 3) reach up to seven hours. In our analysis, longer
transit durations may lead to lower but still significant estimates
for the radius uncertainty. The e↵ects of the granulation noise on
the radius are non-negligible and should be considered for pre-
cise measurements of exoplanet transits of, in particular, planets
with small diameters. The actual granulation noise is quantified
in the next section. The full characterization of the granulation is
essential for determining the degree of undertainty on the planet
parameters. In this context, the use of 3D RHD simulations is
important for estimating the amplitude of the convection-related

Fig. 12. Example of limb-darkening fit (red line) with the Claret law
(see text) to the averaged intensity profiles of Fig. 4.

Fig. 13. Enlargement from Fig. 9 of one transit (with the green shad-
ing denoting highest and lowest values) with 42 di↵erent synthetic so-
lar images to account for granulation changes during the transit time
length for the terrestrial planet of Table 3. The dash-dotted red line is
the 1� uncertainty, while the dash-dotted light green line is the 3� un-
certainty on the transit distribution. The solid red and blue curves corre-
spond to radially symmetric stellar limb-darkened disks with di↵erent
planet radii to match the maximum (red) and minimum (blue) green
shading.

fluctuations. This can be achieved by performing precise and
continuous observations of stellar photometry and radial veloc-
ity, which are interpreted with RHD simulations, before, after,
and during the transit periods.

5.3. Light curves across wavelengths and planet sizes

The aim of this section is to investigate how the granulation be-
haves across the di↵erent wavelength bands of Table 2. For this
purpose, we used the transit light curve of three representative
granulation stellar disks in the optical and near-infrared region.
Following the limb-darkening procedure explained in Sect. 5.2,
we fitted the temporal averaged intensity profile (green line in
Fig. 4) with the limb-darkening law of Claret (2000) and used it
to generate radially symmetric stellar limb-darkened disks and,
the transit light curves for a terrestrial planet (Table 3). For
each wavelength bin, we then subtracted the light curve gen-
erated with the granulation from the smoothed limb-darkening
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Fig. 11. Top panel: di↵erent transit trajectories of the prototype planet
Kepler-11 on the Sun at the representative wavelength band of [7620–
7640] Å and for four orbital inclination angles inc = [90.85, 90.65,
90.45, and 90.25]� (from top to bottom transit). An inclination angle of
90� corresponds to a planet crossing at the stellar center (Fig. 8). Cen-
tral panel: transit light curves with colored shade denoting highest and
lowest values of 42 di↵erent synthetic images to account for granulation
changes during the transit. Blue corresponds to inc = 90.85�, green to
90.65�, yellow to 90.45�, and red to 90.25�.
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all planets, but in particular for the terrestrial ones. It is strongly
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larger errors as well as larger rms than those at the infrared wave-
length, while the uncertainty is larger for terrestrial planets while
their rms is smaller (up to 0.90% and ⇠0.47% for terrestrial and
gaseous planets, respectively). The Sun returns higher values for
the radius error than the K dwarf.

It should be noted the duration of the transits used in this
work (Table 3) reach up to seven hours. In our analysis, longer
transit durations may lead to lower but still significant estimates
for the radius uncertainty. The e↵ects of the granulation noise on
the radius are non-negligible and should be considered for pre-
cise measurements of exoplanet transits of, in particular, planets
with small diameters. The actual granulation noise is quantified
in the next section. The full characterization of the granulation is
essential for determining the degree of undertainty on the planet
parameters. In this context, the use of 3D RHD simulations is
important for estimating the amplitude of the convection-related

Fig. 12. Example of limb-darkening fit (red line) with the Claret law
(see text) to the averaged intensity profiles of Fig. 4.

Fig. 13. Enlargement from Fig. 9 of one transit (with the green shad-
ing denoting highest and lowest values) with 42 di↵erent synthetic so-
lar images to account for granulation changes during the transit time
length for the terrestrial planet of Table 3. The dash-dotted red line is
the 1� uncertainty, while the dash-dotted light green line is the 3� un-
certainty on the transit distribution. The solid red and blue curves corre-
spond to radially symmetric stellar limb-darkened disks with di↵erent
planet radii to match the maximum (red) and minimum (blue) green
shading.

fluctuations. This can be achieved by performing precise and
continuous observations of stellar photometry and radial veloc-
ity, which are interpreted with RHD simulations, before, after,
and during the transit periods.

5.3. Light curves across wavelengths and planet sizes

The aim of this section is to investigate how the granulation be-
haves across the di↵erent wavelength bands of Table 2. For this
purpose, we used the transit light curve of three representative
granulation stellar disks in the optical and near-infrared region.
Following the limb-darkening procedure explained in Sect. 5.2,
we fitted the temporal averaged intensity profile (green line in
Fig. 4) with the limb-darkening law of Claret (2000) and used it
to generate radially symmetric stellar limb-darkened disks and,
the transit light curves for a terrestrial planet (Table 3). For
each wavelength bin, we then subtracted the light curve gen-
erated with the granulation from the smoothed limb-darkening
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Brightness and velocity variability



Pulsating star  -  star in which variability is 
due to pulsations, i.e. acoustic and/or 
gravity waves propagating in its envelope 
and interior. 

Changes of the brightness  and/or the 
radial velocity are the observed evidences 
of pulsations.
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- They vary on diBerent timescales and scales

Stellar activity forms a complexe noise signature

- They have diBerent nature : stochastic, sporadic (Xares), or (semi-) periodic + stochastic with a modulation related to the 
          stellar rotation, the diBerential rotation, and/or the stellar cycle

Figures from Garcia, 2014
Left : KIC 3733735 (variable F5IV-V star)  — Right : Solar data. Credits, T. Bedding & H. Kjeldsen
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 1 Mm in size∼

Sun granules

•  5-10 minutes in time 
• 40-80 cm/s in amplitude 
• 10-300 ppm

K Giant granules

•  hours to days in time 
• 200-300 m/s in amplitude 
• 1000-2000 ppm

 600 Mm in size∼

Rodríguez Díaz et al. 2022 

Chiavassa et al. 2018 
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with ` representing the mean molecular weight, and �? roughly
as )e� /6. We emphasize here that this frequency is well-known in
asteroseismology since it corresponds to the maximum of the power
of acoustic modes. Even if our analysis does not contain modes, we
keep this quantity as defined in asteroseismology since it follows
nicely the evolution of the star amax ⇠ 6/p)e� (Belkacem et al.
2011). Low values of amax correspond to evolved or hotter stars,
while large values correspond to cool dwarfs. For the Sun its value
is around 3090 `Hz. Since we have models at di�erent metallicities,
we modified amax according to the following dependencies:

`
�1 = - + .

4
+ /

h�i , (2)

where ` is the mean molecular weight, h�i corresponds to the mean
atomic number, which is⇡15.5 for our models, and the mass fractions
- , . , and / were directly determined from the chemical abundances
of the simulations, keeping in mind that the abundances of alpha-
elements for [Fe/H]-1.0 already accounted for U-enhancement fol-
lowing

[M/H] = [Fe/H] + corr([U/Fe]), (3)

where corr makes reference to a correction factor based on [U/Fe]
(Salaris et al. 1993). Thus, the characteristic frequency amax scales
as (Viani et al. 2017)

amax /
✓

g
g�

◆ ✓
Te�,�
Te�

◆1/2 ✓
`

`�

◆1/2
, (4)

where 6� ,)e�,� , and `� correspond to the solar values. We
note that for our 3D models, we used the following reference values,
based on the solar-like 3D model at solar metallicity: 6� = 27542.29
cm/s2, )e�,� = 5759 K, and `� = 1.249. We consider models of
stars with 3 orders of magnitude range in amax, as indicated in Table 1.
To calculate amax for every model, we used h)e�i, which is the mean
)e� from the time series, rather than the target )e� corresponding to
the )e� that we aimed to achieve for each model. Hereafter, unless
specified, the )e� refers to h)e�i.

All 3D models in this work were generated with the following
input physics:

• The time series covered at least 1000 convective turnover times,
to have a reliable standard deviation independent of the length of the
time series, opposite to what happens for too short time series of
stochastic processes.

• Opacity tables with 6 bins were used if available, otherwise 12
bins were used. We note that the influence of the number of bins is
negligible as shown in Appendix A1.

• The radiative transfer equation was solved along the vertical
direction and 7 additional inclined angles.

• We used a grid resolution of 120 points in every direction.
• The box-modes were damped.

Since we computed long time series, saved at relative high cadence,
the relative low grid resolution was chosen to minimize both the
CPU and storage resources, without a�ecting the derived granulation
properties. This is justified in Appendix A, where we studied the
e�ects of our selection on the brightness fluctuations.

2.3 The BAyesian STellar Algorithm (BASTA)

Since the only stellar parameters that define the 3D models - )e� ,
logg, and [Fe/H] - are indeed atmospheric parameters, it is not pos-
sible to describe a whole star with them. Therefore, several stars

Figure 3. Comparison of the radiative flux variations as a function of
the number of convective turnover times, for three simulated stars at dif-
ferent evolutionary stages: giant (t45g20m00) with amax = 12.727`Hz,
subgiant (t50g30m00) with amax = 121.516`Hz, and a solar simulation
(t5777g44m00) with with amax = 3106`Hz.

with di�erent radii, masses, and ages may match a given set of these
parameters. As we will discuss in Sec. 3, to derive the f of the
brightness fluctuations of an entire star from a 3D model, we need
to know its radius. In practice, to define the most probable star that
matches any of our models, we use the BAyesian STellar Algorithm
(BASTA; Silva Aguirre et al. 2015, 2017; Aguirre Børsen-Koch et al.
2021), a pipeline to accurately determine stellar properties using as-
teroseismology. A bayesian approach is implemented in BASTA to
find the optimal solution from a pre-computed grid of evolutionary
models, being in this study the grid of BaSTI isochrones (Hidalgo
et al. 2018) that included overshooting, di�usion, and mass loss.
This is done by taking prior information such as a standard Salpeter
initial mass function, and providing a set of observables, being in
this case )e� , logg, and [M/H]. [M/H] was calculated using Eq. 3
with U-enhancement [U/Fe] = +0.4 dex when appropriated, as this
is not the case for all metallicities. BASTA then takes all this infor-
mation into account to compute the probability of every model in
the grid matching the observations. As a result, BASTA provides a
posterior probability distribution (PDF) for every parameter, and the
final values for each stellar quantity are taken as a robust estimate of
a typical star configuration that matches the 16 and 84 percentiles of
the distribution.

3 STELLAR CONVECTIVE NOISE FROM 3D STELLAR
ATMOSPHERE MODELS

Granulation produces fluctuations of the bolometric radiative flux
as a function of time. Fig. 3 shows models representing stars in the
following stages: giant (t45g20m00), sub-giant (t50g30m00), and a
solar simulation (t5777g44m00) in terms of the number of convective
turnover times, defined here as the time from the time series scaled
by the amax associated with every model. From the figure it is clear,
that the flux variations increase as a star evolves, and thus, increase
with decreasing amax.

This stochastic process can be described by two variables. First,
its standard deviation f

fbox =
q⌦

F 2
↵
� hF i2, (5)
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FIGURE 4.4: Évolution de la psd en fonction de l’état évolutif des étoiles. L’évolution a lieu entre la phase
de ms et la rgb du rouge au bleu. La ligne pointillée grise représente la limite des psd acquises avec le mode
d’observation en LC de Kepler.

• L’expansion de l’enveloppe de l’étoile durant son évolution conduit à la fois à l’agrandissement des
cellules de convection et à l’agrandissement des cavités résonnantes des modes d’oscillation. Finale-
ment, il sont excités et résonnent à des fréquences de plus en plus basses lorsque l’étoile évolue (voir
figure 4.4, (e.g. Mathur et al., 2011a)).

• La signature rotationnelle de surface est également décalée vers les basses fréquences puisque l’ex-
pansion de l’enveloppe conduit à son ralentissement par conservation du moment cinétique. Avec la
résolution fréquentielle disponible dans les données, les signaux de rotation à basses fréquences sont
intrinsèquement plus di�ciles à détecter. De plus, ils sont rarement détectés dans les étoiles au-delà
de la ms à cause de leur baisse d’activité (bien que ce soit tout de même possible pour certaines, e.g.
Ceillier et al., 2017). En général, les signaux de rotation sont plus facilement détectés pour les étoiles
de la ms seulement (e.g. Barnes, 2003; Garćıa et al., 2014a; McQuillan et al., 2014; Santos et al.,
2019).

Ainsi, nous avons vu que les signaux dominants que sont la convection et les oscillations évoluent de manière
consistante dans la psd avec l’évolution de l’étoile, vers les basses fréquences et grandes amplitudes entre la
ms et la rgb. La tendance évolutive s’inverse lorsque l’étoile retombe dans le Clump, puis reprend durant la
agb. Le contenu général du spectre de puissance dépend donc de l’état évolutif de l’étoile de type solaire, ce
qui rend la psd un outil très précieux pour contraindre l’âge de l’étoile.

Pour pallier à la restriction du Flicker en état évolutif, nous avons développé la méthode FliPer. Le sigle
FliPer correspond à ⌧ Flicker adapté au domaine des Puissances �. En e↵et, comme détaillée ci-après, la
méthodologie du FliPer repose sur l’étude du scintillement convectif à partir des psd des étoiles plutôt que
de leur courbe de lumière.

Nous mentionnons également qu’une étude menée de façon contemporaine à la notre par Pande et al. (2018)
adapte la loi 4.9 du Flicker au domaine de la densité de puissance :

log ⌫max [µHz] = 0.4861 log Pgran [ppm2
/µHz] � Te↵ [11022K] + 4.197, (4.10)

 1 Mm in size∼

Sun granules

•  5-10 minutes in time 
• 40-80 cm/s in amplitude 
• 10-300 ppm
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•  hours to days in time 
• 200-300 m/s in amplitude 
• 1000-2000 ppm

 600 Mm in size∼
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Figure C1. Similar to Fig. 8, where we show the comparison between the standard deviation f of our 3D sample and Kepler data from K14 as function of logg.
The orange lines are linear regressions of our data, while the black ones correspond to K14. For both cases, we make two kinds of fits: one for stars and models
with logg  3.5, and the other for logg � 3.5. In the right panel, we present a zoom-in comparison for logg � 3.5. adding the Legacy sample. In Table 5 we
summarize the values for the the relation in between f and 6.

Figure C2. Similar to Fig. 9, where we show the comparison between the auto-correlation time gACF of our 3D sample and Kepler data from K14 as function
of logg. The orange lines are linear regressions of our data, while the black ones correspond to K14. For both cases, we make two kinds of fits: one for stars and
models with logg  3.5, and the other for logg � 3.5. In the right panel, we present a zoom-in comparison for logg � 3.5. adding the Legacy sample. In Table 6
we summarize the values for the the relation in between f and 6.
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Synthetic granulation properties have 
been compared to a large sample of 
Kepler stars (gray).  

3D stellar atmosphere (yellow points) 
reproduce granulation properties of 
stars across the HR diagram,
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- They vary on diBerent timescales and scales

Stellar activity forms a complexe noise signature

- They have diBerent nature : stochastic, sporadic (Xares), or (semi-) periodic + stochastic with a modulation related to the 
          stellar rotation, the diBerential rotation, and/or the stellar cycle

Figures from Garcia, 2014
Left : KIC 3733735 (variable F5IV-V star)  — Right : Solar data. Credits, T. Bedding & H. Kjeldsen
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S. Sulis et al.: Connecting photometric and spectroscopic granulation signals with CHEOPS and ESPRESSO

Fig. 10: Estimated values of the flicker index (left) and flicker frequency (right) as a function of the stellar surface gravity. The
flicker indexes have been interpolated to a fixed high-frequency noise level of �w = 30 ppm for this comparison. Grey dots indicate
values obtained for the sample of Kepler bright targets (magnitude < 10) involved in Sulis et al. (2020a). The pentagon symbols
indicate values obtained for HD 67458 and the triangle symbols for HD 88595 based on CHEOPS high-precision observations. The
star symbols indicate the value obtained for the Sun (VIRGO observations). The square symbols indicate the values obtained from
hydrodynamical simulations of 17 stars (see Sec. 6). The color code indicates the stellar metallicity [Fe/H] (not shown for Kepler
targets).

be resolved on the scale of the granulation cells. However, this
can also be confirmed indirectly by studying variations in their
power spectra (Seleznyov et al. 2011; Muller et al. 2018; Sulis
et al. 2020a). A comparison of the current power spectra of HD
88595 with future observations taken in a few years would al-
low us to confirm if the granulation signal is indeed stationary
with the stellar magnetic cycle. Without having any dataset –
to our knowledge – to verify this statement, we assume in this
section that photometric observations of the granulation signal
can allow us to predict its signature (amplitude and timescales)
in spectroscopic observations (e.g., in line with techniques that
have been developed for magnetic activity, such the FF’ tech-
nique described in Aigrain et al. (2012)). This is important since
high-precision photometric surveys allow the accumulation of
ten to hundred of continuous 1-day observation of stars from
space missions, while RV ground-based surveys typically have
poor sampling to characterize this noise source for exoplanet de-
tection (typically: one to three data points per night spread over
long term campaigns).

7.1. Comparison of the power spectral densities

In the left panel of Fig. 11, we compare the (arbitrarily normal-
ized19) averaged periodograms of solar VIRGO (red) and GOLF
(black) observations. We observe comparable periodogram’
slopes on data taken in photometry and spectrophotometry with
flicker indexes ↵g = 1.33 ± 0.03 and ↵g = 1.34 ± 0.14, respec-
tively (see Sec. 5.1). In both dataset, the level of high-frequency
noise is low and does not a↵ect the characterization of the stellar
granulation signal. We note that, in the frequency region where
the supergranulation starts to dominate (⌫ < 200 µHz), the power
19 Note that this normalization factor has no impact on the inferred
flicker index values, which are based on the periodogram slopes and
not its amplitudes.

spectrum of brightness becomes flat while it still increases in the
power spectrum of RV.

In the right panel, we show the averaged periodograms of
CHEOPS and ESPRESSO observations of HD 88595. The in-
ferred flicker indexes (↵g = 0.74+0.37

�0.47 for CHEOPS and ↵g =
0.80+0.25

�0.48 for ESPRESSO, see Table 5) are in agreement.
This indicates that the properties (i.e., correlation timescales

where this signal dominates, amplitudes distribution, and type of
correlation with the flicker index) of the stellar granulation signal
in RV data could be predicted from high-precision photometric
observations (CHEOPS and PLATO) of bright stars.

7.2. Prediction from empirical laws

Some relations between the amplitudes of the stellar granulation
signal in spectroscopy (RV RMS) and photometry (F8 metric)
have been derived in the literature.We aim to test these predic-
tions with the CHEOPS and ESPRESSO datasets of HD 67458
and HD 88595.

A first relation has been derived in Bastien et al. (2014),
based on a small sample of 12 stars observed first by Kepler
and later by RV ground-based surveys at the Keck and Lick
Observatories. The stars in this sample have been character-
ized as “chromospherically quiet stars” since they showed low-
amplitude photometric variability ( 3 ppt) in their Kepler light
curves. However, the RV precision was limited to � 4 m/s lead-
ing to a di�cult characterization of the stellar granulation signal.
Fitting a linear law between F8 and the corresponding RV RMS
for each stars, the relation:

RV RMS = (31.99 ± 3.95) ⇥ F8 + (3.46 ± 1.19) (6)

has been derived with RV RMS in m/s and F8 in ppt (see also
Sec.3.5 of Tayar et al. 2019).
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Fig. 10: Estimated values of the flicker index (left) and flicker frequency (right) as a function of the stellar surface gravity. The
flicker indexes have been interpolated to a fixed high-frequency noise level of �w = 30 ppm for this comparison. Grey dots indicate
values obtained for the sample of Kepler bright targets (magnitude < 10) involved in Sulis et al. (2020a). The pentagon symbols
indicate values obtained for HD 67458 and the triangle symbols for HD 88595 based on CHEOPS high-precision observations. The
star symbols indicate the value obtained for the Sun (VIRGO observations). The square symbols indicate the values obtained from
hydrodynamical simulations of 17 stars (see Sec. 6). The color code indicates the stellar metallicity [Fe/H] (not shown for Kepler
targets).

be resolved on the scale of the granulation cells. However, this
can also be confirmed indirectly by studying variations in their
power spectra (Seleznyov et al. 2011; Muller et al. 2018; Sulis
et al. 2020a). A comparison of the current power spectra of HD
88595 with future observations taken in a few years would al-
low us to confirm if the granulation signal is indeed stationary
with the stellar magnetic cycle. Without having any dataset –
to our knowledge – to verify this statement, we assume in this
section that photometric observations of the granulation signal
can allow us to predict its signature (amplitude and timescales)
in spectroscopic observations (e.g., in line with techniques that
have been developed for magnetic activity, such the FF’ tech-
nique described in Aigrain et al. (2012)). This is important since
high-precision photometric surveys allow the accumulation of
ten to hundred of continuous 1-day observation of stars from
space missions, while RV ground-based surveys typically have
poor sampling to characterize this noise source for exoplanet de-
tection (typically: one to three data points per night spread over
long term campaigns).

7.1. Comparison of the power spectral densities

In the left panel of Fig. 11, we compare the (arbitrarily normal-
ized19) averaged periodograms of solar VIRGO (red) and GOLF
(black) observations. We observe comparable periodogram’
slopes on data taken in photometry and spectrophotometry with
flicker indexes ↵g = 1.33 ± 0.03 and ↵g = 1.34 ± 0.14, respec-
tively (see Sec. 5.1). In both dataset, the level of high-frequency
noise is low and does not a↵ect the characterization of the stellar
granulation signal. We note that, in the frequency region where
the supergranulation starts to dominate (⌫ < 200 µHz), the power
19 Note that this normalization factor has no impact on the inferred
flicker index values, which are based on the periodogram slopes and
not its amplitudes.

spectrum of brightness becomes flat while it still increases in the
power spectrum of RV.

In the right panel, we show the averaged periodograms of
CHEOPS and ESPRESSO observations of HD 88595. The in-
ferred flicker indexes (↵g = 0.74+0.37

�0.47 for CHEOPS and ↵g =
0.80+0.25

�0.48 for ESPRESSO, see Table 5) are in agreement.
This indicates that the properties (i.e., correlation timescales

where this signal dominates, amplitudes distribution, and type of
correlation with the flicker index) of the stellar granulation signal
in RV data could be predicted from high-precision photometric
observations (CHEOPS and PLATO) of bright stars.

7.2. Prediction from empirical laws

Some relations between the amplitudes of the stellar granulation
signal in spectroscopy (RV RMS) and photometry (F8 metric)
have been derived in the literature.We aim to test these predic-
tions with the CHEOPS and ESPRESSO datasets of HD 67458
and HD 88595.

A first relation has been derived in Bastien et al. (2014),
based on a small sample of 12 stars observed first by Kepler
and later by RV ground-based surveys at the Keck and Lick
Observatories. The stars in this sample have been character-
ized as “chromospherically quiet stars” since they showed low-
amplitude photometric variability ( 3 ppt) in their Kepler light
curves. However, the RV precision was limited to � 4 m/s lead-
ing to a di�cult characterization of the stellar granulation signal.
Fitting a linear law between F8 and the corresponding RV RMS
for each stars, the relation:

RV RMS = (31.99 ± 3.95) ⇥ F8 + (3.46 ± 1.19) (6)

has been derived with RV RMS in m/s and F8 in ppt (see also
Sec.3.5 of Tayar et al. 2019).
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3D simulations data velocity for the Sun at 
d i f fe rent inc l ina t ions in the rage o f 
GOLF@SoHO

Sulis et al. 2020
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Sulis et al. 2020

O b s e r v e d S u n v e l o c i t y 
fluctuations (black points)
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Associated periodograms (2 
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O b s e r v e d 
acoustic modes

3D simulations produce reliable synthetic time 
series of the convective noise affecting RV data.  
Crucial to derive the intrinsic noise level in the 
detection of exoplanets down to the cm/s  level 
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Meunier et al. 2015

3D s imu la t ion o f the so la r 
granulation (Rieutord et al. 2002)

Velocity - 2nd example

A&A 583, A118 (2015)
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Fig. 2. Upper panel: intensity map from the convection simulation of
Rieutord et al. (2002). Lower panel: segmentation showing identified
granules.

2.4. Velocity and intensity parameters

2.4.1. Velocity parameters

In this section, we identify granules on maps produced by a hy-
drodynamical (HD) simulation (horizontal and vertical veloci-
ties, intensities) and derive their properties, which are used as
inputs to our simulation. The RV contribution of granules is due
to both horizontal and vertical velocity fields. Depending on the
granule position on the disk, they contribute differently. The ve-
locity is weighted with the local intensity. The vertical velocities
result from the contributions of the velocity in the granular cells
(upward flows) and in intergranular lanes (downward flows), of
opposite signs. We used the convection simulation described in
Rieutord et al. (2002) to extract granule contours and their ve-
locity properties (Fig. 2). Two hundred maps of the velocity field
(in the three directions) and intensity produced with a time step
of 20 s were used for that purpose. Each image covers a field of
view of 30 Mm × 30 Mm. We describe in Appendix A how the
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Fig. 3. Upper left panel: mean granule horizontal velocities (in one di-
rection) over the cells V̄h versus the granule sizes. The dashed line in-
dicates the law considered in this paper. Upper right panel: same for
the vertical velocity V̄v. Lower left panel: dispersion of the mean gran-
ule horizontal velocities (in one direction) over the cells V̄h in each size
bin. The dashed line indicates the law considered in this paper. Lower
right panel: same for the vertical velocity V̄v. The justification for the
chosen law is described in Appendix A.

velocity properties of granules, shown in Fig. 3, are extracted.
HD simulations do not include the effect of magnetic fields on
the velocity fields, therefore the present parameters do not take
the presence of magnetic fields into account even in the quiet
Sun. The variation of the RV due to granulation affecting activ-
ity during the cycle is explored in Sect. 5.1.1.

2.4.2. Intensity parameters

Hirzberger et al. (1997) derived laws describing the evolution
of the intensity inside granular cells and intergranular lanes, de-
fined respectively as parts of the cell with intensity above and
below average. We therefore extract the size of the intergran-
ular lanes versus the granule size from the convection simula-
tion. For each granule in our simulation, we first compute the
area corresponding to the granular cell and the area correspond-
ing to the intergranular lane using the law describing the half
width of the intergranules δ = 0.22 + 0.02S for granules larger
than 0.16 Mm2, otherwise δ is chosen to be equal to the ra-
dius of the granular cell. We then attribute an intensity to each
area according to Hirzberger et al. (1997). The intensity in an
intergranular lane pixel is equal to 0.98 to which a random
dispersion following a normal law is added, with a dispersion
of 0.1(1 − S/S max). The intensity in a granular cell pixel is a
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inputs to our simulation. The RV contribution of granules is due
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granule position on the disk, they contribute differently. The ve-
locity is weighted with the local intensity. The vertical velocities
result from the contributions of the velocity in the granular cells
(upward flows) and in intergranular lanes (downward flows), of
opposite signs. We used the convection simulation described in
Rieutord et al. (2002) to extract granule contours and their ve-
locity properties (Fig. 2). Two hundred maps of the velocity field
(in the three directions) and intensity produced with a time step
of 20 s were used for that purpose. Each image covers a field of
view of 30 Mm × 30 Mm. We describe in Appendix A how the
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Fig. 3. Upper left panel: mean granule horizontal velocities (in one di-
rection) over the cells V̄h versus the granule sizes. The dashed line in-
dicates the law considered in this paper. Upper right panel: same for
the vertical velocity V̄v. Lower left panel: dispersion of the mean gran-
ule horizontal velocities (in one direction) over the cells V̄h in each size
bin. The dashed line indicates the law considered in this paper. Lower
right panel: same for the vertical velocity V̄v. The justification for the
chosen law is described in Appendix A.

velocity properties of granules, shown in Fig. 3, are extracted.
HD simulations do not include the effect of magnetic fields on
the velocity fields, therefore the present parameters do not take
the presence of magnetic fields into account even in the quiet
Sun. The variation of the RV due to granulation affecting activ-
ity during the cycle is explored in Sect. 5.1.1.

2.4.2. Intensity parameters

Hirzberger et al. (1997) derived laws describing the evolution
of the intensity inside granular cells and intergranular lanes, de-
fined respectively as parts of the cell with intensity above and
below average. We therefore extract the size of the intergran-
ular lanes versus the granule size from the convection simula-
tion. For each granule in our simulation, we first compute the
area corresponding to the granular cell and the area correspond-
ing to the intergranular lane using the law describing the half
width of the intergranules δ = 0.22 + 0.02S for granules larger
than 0.16 Mm2, otherwise δ is chosen to be equal to the ra-
dius of the granular cell. We then attribute an intensity to each
area according to Hirzberger et al. (1997). The intensity in an
intergranular lane pixel is equal to 0.98 to which a random
dispersion following a normal law is added, with a dispersion
of 0.1(1 − S/S max). The intensity in a granular cell pixel is a
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Rieutord et al. (2002). Lower panel: segmentation showing identified
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In this section, we identify granules on maps produced by a hy-
drodynamical (HD) simulation (horizontal and vertical veloci-
ties, intensities) and derive their properties, which are used as
inputs to our simulation. The RV contribution of granules is due
to both horizontal and vertical velocity fields. Depending on the
granule position on the disk, they contribute differently. The ve-
locity is weighted with the local intensity. The vertical velocities
result from the contributions of the velocity in the granular cells
(upward flows) and in intergranular lanes (downward flows), of
opposite signs. We used the convection simulation described in
Rieutord et al. (2002) to extract granule contours and their ve-
locity properties (Fig. 2). Two hundred maps of the velocity field
(in the three directions) and intensity produced with a time step
of 20 s were used for that purpose. Each image covers a field of
view of 30 Mm × 30 Mm. We describe in Appendix A how the
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Fig. 3. Upper left panel: mean granule horizontal velocities (in one di-
rection) over the cells V̄h versus the granule sizes. The dashed line in-
dicates the law considered in this paper. Upper right panel: same for
the vertical velocity V̄v. Lower left panel: dispersion of the mean gran-
ule horizontal velocities (in one direction) over the cells V̄h in each size
bin. The dashed line indicates the law considered in this paper. Lower
right panel: same for the vertical velocity V̄v. The justification for the
chosen law is described in Appendix A.

velocity properties of granules, shown in Fig. 3, are extracted.
HD simulations do not include the effect of magnetic fields on
the velocity fields, therefore the present parameters do not take
the presence of magnetic fields into account even in the quiet
Sun. The variation of the RV due to granulation affecting activ-
ity during the cycle is explored in Sect. 5.1.1.

2.4.2. Intensity parameters

Hirzberger et al. (1997) derived laws describing the evolution
of the intensity inside granular cells and intergranular lanes, de-
fined respectively as parts of the cell with intensity above and
below average. We therefore extract the size of the intergran-
ular lanes versus the granule size from the convection simula-
tion. For each granule in our simulation, we first compute the
area corresponding to the granular cell and the area correspond-
ing to the intergranular lane using the law describing the half
width of the intergranules δ = 0.22 + 0.02S for granules larger
than 0.16 Mm2, otherwise δ is chosen to be equal to the ra-
dius of the granular cell. We then attribute an intensity to each
area according to Hirzberger et al. (1997). The intensity in an
intergranular lane pixel is equal to 0.98 to which a random
dispersion following a normal law is added, with a dispersion
of 0.1(1 − S/S max). The intensity in a granular cell pixel is a
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Rieutord et al. (2002). Lower panel: segmentation showing identified
granules.

2.4. Velocity and intensity parameters

2.4.1. Velocity parameters

In this section, we identify granules on maps produced by a hy-
drodynamical (HD) simulation (horizontal and vertical veloci-
ties, intensities) and derive their properties, which are used as
inputs to our simulation. The RV contribution of granules is due
to both horizontal and vertical velocity fields. Depending on the
granule position on the disk, they contribute differently. The ve-
locity is weighted with the local intensity. The vertical velocities
result from the contributions of the velocity in the granular cells
(upward flows) and in intergranular lanes (downward flows), of
opposite signs. We used the convection simulation described in
Rieutord et al. (2002) to extract granule contours and their ve-
locity properties (Fig. 2). Two hundred maps of the velocity field
(in the three directions) and intensity produced with a time step
of 20 s were used for that purpose. Each image covers a field of
view of 30 Mm × 30 Mm. We describe in Appendix A how the
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Fig. 3. Upper left panel: mean granule horizontal velocities (in one di-
rection) over the cells V̄h versus the granule sizes. The dashed line in-
dicates the law considered in this paper. Upper right panel: same for
the vertical velocity V̄v. Lower left panel: dispersion of the mean gran-
ule horizontal velocities (in one direction) over the cells V̄h in each size
bin. The dashed line indicates the law considered in this paper. Lower
right panel: same for the vertical velocity V̄v. The justification for the
chosen law is described in Appendix A.

velocity properties of granules, shown in Fig. 3, are extracted.
HD simulations do not include the effect of magnetic fields on
the velocity fields, therefore the present parameters do not take
the presence of magnetic fields into account even in the quiet
Sun. The variation of the RV due to granulation affecting activ-
ity during the cycle is explored in Sect. 5.1.1.

2.4.2. Intensity parameters

Hirzberger et al. (1997) derived laws describing the evolution
of the intensity inside granular cells and intergranular lanes, de-
fined respectively as parts of the cell with intensity above and
below average. We therefore extract the size of the intergran-
ular lanes versus the granule size from the convection simula-
tion. For each granule in our simulation, we first compute the
area corresponding to the granular cell and the area correspond-
ing to the intergranular lane using the law describing the half
width of the intergranules δ = 0.22 + 0.02S for granules larger
than 0.16 Mm2, otherwise δ is chosen to be equal to the ra-
dius of the granular cell. We then attribute an intensity to each
area according to Hirzberger et al. (1997). The intensity in an
intergranular lane pixel is equal to 0.98 to which a random
dispersion following a normal law is added, with a dispersion
of 0.1(1 − S/S max). The intensity in a granular cell pixel is a
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Table 2. Small field-of-view rms RV.

S lim λS τ Dist S rms RV rms RV at 1d rms RV at 1h
(Mm) (m/s) (m/s) (m/s)
0 ×1 ×1 norm 17.70 1.30 7.01
2 ×1 ×1 norm 17.92 1.40 7.15
0 ×2 ×1 norm 17.58 1.64 7.43
0 ×1 ×2 norm 18.00 2.46 10.03
0 ×1 ×1 truncated 17.72 1.44 7.04

Notes. Rms RV are computed at disk center for different parameters. S lim indicates the minimum size above which the rms V̄v is considered to be
constant (see discussion in Sect. 2.4.1). λS characterizes the size distribution of granules: when multiplied by two, granules are on average twice
as large, but their lifetime follows the same law versus S as in the default simulation. Similarly, τ indicates that the lifetimes are the default value
or multiplied by 2. Finally, the size distribution is either the default value or truncated at small sizes (see Sect. 3.1.4 for discussion). The rms RV
are computed as in Table 1.

convection simulation made by Rieutord et al. (2002). We used
the full time series of the convection simulation, covering a little
more than eight hours, with a few gaps. Our small field-of-view
simulation has been obtained with 20-s time steps for a more
direct comparison.

The results are shown in Fig. 10. The rms RV is smaller
in the convection simulation (11.3 m/s) than in our simulation
(16.8 m/s) by about one-third. The uncertainties on our rms
RV due to the realization are much smaller than this difference
(about 0.1 m/s, see Sect. 3.1.1). It should also be noted that part
of the convection simulation signal is also due to oscillations,
which are not filtered out, so that the contribution of granules
might be slightly smaller. We note that the oscillations should
not significantly affect our choice of parameters because they are
filtered out in Appendix A where we derive the velocities from
the HD simulation. Finally, the size distribution is slightly differ-
ent in both cases, but as is shown in Sect. 3.1.3, the contribution
of small granules to the total power is small. Table 2 shows the
results of a test in which we have truncated the size distribution
below 0.5 Mm2 by imposing a constant number of granules be-
low that size: we found a very small impact. The difference in
amplitude could be due to the HD simulation not being as turbu-
lent as the true Sun.

3.2. Full-disk time series and periodograms

3.2.1. Time series

We have implemented a simulation of granules covering a full
hemisphere over 12.5 years (to match solar cycle 23 and to be
able to use the activity simulation over the same period), with
time step of 30 s. We note that the properties derived from the
HD simulation do not take the impact of magnetic field on gran-
ulation into account, but see Sect. 5.1.1 for a discussion. The re-
sulting rms RV over the time series is 0.80 m/s and the rms pho-
tometry is 67 ppm. As pointed out in the introduction, our two
time series in RV and photometry are uncorrelated. This seems to
be different from what has been obtained by Cegla et al. (2015)
using a completely different approach. Our interpretation is that
with a realistic simulation involving on the order of 106 gran-
ules, although larger granules tend to have larger velocity fields
and intensity contrasts, such a relationship between granule size
and velocity and photometry properties is noisy: the sum of the
contributions from all those granules therefore destroys any such
correlation.

Figure 11 shows a zoom on this RV time series for a 1-day
and 1-h period, respectively (two upper panels). We observe
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Fig. 10. First panel: RV time series for our small field-of-view sim-
ulation (black) and the convection simulation of Rieutord et al. (2002)
(red). Second panel: zoom on the previous plot for a coverage of 5000 s.
Third panel: smoothed power spectra for both time series. Fourth panel:
same for the unsmoothed power spectra.

some variations at timescales significantly longer than a gran-
ule’s typical lifetime (a few minutes). This figure also shows 1-h

A118, page 8 of 19

Radial velocity granulation signature

Granulation and mesogranulation predictions to 
drive observing strategies 



High spectral resolution



Basic concepts in spectroscopy: resolution

Spectral resolution (∆λ) versus resolving power (λ/∆λ)
Spectrographs are characterised by a ~constant resolving power R=λ/∆λ

This translates into a variable spectral resolution ∆λ according to wavelength λ

Fl
ux

Wavelength



Basic concepts in spectroscopy: resolution

Spectral resolution (∆λ) versus resolving power (λ/∆λ)
Spectrographs are characterised by a ~constant resolving power R=λ/∆λ

This translates into a variable spectral resolution ∆λ according to wavelength λ

Fl
ux

Wavelength



Basic concepts in spectroscopy: resolution

Spectral resolution (∆λ) versus resolving power (λ/∆λ)
Spectrographs are characterised by a ~constant resolving power R=λ/∆λ

This translates into a variable spectral resolution ∆λ according to wavelength λ

Fl
ux

Wavelength
2.309 2.3095 2.31 2.3105 2.311

0.2

0.4

0.6

0.8

1



Low-res (R=300)

Medium-res (R=50,000) 

Very high-res (R=100,000), 2.3µm
Tr

an
si

t d
ep

th

Wavelength
Wavelength

Exoplanets at high spectral resolution

Only possible with ground based telescopes so far

Species can be “matched” line by line to templates, e.g. via cross correlation
Each species has a unique pattern of spectral lines

Tr
an

si
t d

ep
th



Dayside spectroscopy

Wavelength (μm)

0.0

0.8

-0.2

0.4

0.2

0.6

2.308 2.312 2.3142.310

O
rb

ita
l p

ha
se

blue-shifted

red-shifted

Hot Jupiters: detectable change in radial velocity 
during a few hours of observations
(Planet: 10-100 km/s; Star: 10-100 m/s)

Earth’s atmosphere
Hot Jupiter

Time-differential high-dispersion spectroscopy 

Transmission spectroscopy

Carbon monoxide - 2.3µm

Vice-versa lines formed in the Earth’s 
atmosphere are completely stationary 

⇒ Telluric and planet signal 
disentangled 
⇒ Planet radial velocity directly 
measured

Snellen et al. 2010



Ti
m

e Step 1

CRIRES Observations of HD189733, 5 hours of real data + 20x planet signal (CO)

Step 2Removing 3D stellar spectrum
Wavelength

Brogi et al. 2016, ApJ, 817, A106

But…

Time-differential high-dispersion spectroscopy 



Caveats: stars are not black bodies

An (approximative) star… An (approximative) stellar spectrum as 
a Black Body…

… But the very reality is different…



Caveats: stars are not black bodies

An (approximative) star… An (approximative) stellar spectrum as 
a Black Body…

… But the very reality is different…



Wavelength [nm]

Molecular transitions
Atomic transitions

300 400 500 600 700 800 900 1000

0.0

0.2

0.4

0.6

0.8

1.0

HD 189733 (K1V)

Sun

Proxima Cen

Spectral lines are formed by different atoms / molecules vs. temperature
Spectral lines are formed at various depths

Spectral lines are formed at various points on a rotating stellar surface

Caveats: stars are not black bodies
Re

la
tiv

e 
Fl

ux



Stars and hot Jupiters can have “similar” spectra: CO spectral type G or later type 
Or TiO and H2O for Cooler stars.

Hot Jupiter  
at T=1,800K

Stars at 5500K 
and 5000K

Wavelength

   
   

   
   

   
   

   
   

   
N

or
m

al
is

ed
 fl

ux
Caveats: planets have spectral lines as in stars



Stars and hot Jupiters can have “similar” spectra: CO spectral type G or later type 
Or TiO and H2O for Cooler stars.

Caveats: planets have spectral lines as in stars

M. C. Maimone PhD Thesis (on going)



Stars and hot Jupiters can have “similar” spectra: CO spectral type G or later type 
Or TiO and H2O for Cooler stars.

Caveats: planets have spectral lines as in stars

M. C. Maimone PhD Thesis (on going)



Stellar intensities vary according to distance from centre (limb darkening) 
Stars are rotating with a spin-orbit angle that can be non-zero

Centre-to-limb variations Rossiter-McLaughlin effect
A transiting planet blocks regions of the 
stellar surface with different intensities

A transiting planet blocks regions of the 
stellar surface with different rotation

If uncorrected, stellar residuals during transit can dominate the cross correlation signal

Caveats: stars can distort the planet signal



Rising column of material 
(blue-shifted, hotter)

Descending column 
of material 

(red-shifted, cooler)

3D radiative hydrodynamical simulations

Caveats: stars have a convective pattern

A. Chiavassa and M. Brogi: Planet and star synergy at high spectral resolution

Table 1. 3D RHD simulations from STAGGER-grid (Magic et al. 2013) used in this work for observed systems reported in last column.

Te↵ [Fe/H] log g x, y, z-dimensions x, y, z-resolution Used for the
[K] [cgs] [Mm] [grid points] observed system

5788 (solar) 0.0 4.44 8.00⇥ 8.00⇥ 4.97 240⇥ 240⇥ 230 51 Pegasi b
4982 (K dwarf) 0.0 4.50 5.00⇥ 5.00⇥ 4.24 240⇥ 240⇥ 230 HD 189733 b

Notes. Te↵ are from Chiavassa et al. (2018).

Fig. 1. Example of synthetic spectrum from the K-dwarf RHD sim-
ulation of Table 1. The spectral lines correspond largerly to 2–0
rovibrational band of carbon monoxide.

of the RHD simulations for all required wavelengths, for ten
box tilting angles µ = cos(✓) = [1.00, 0.90, 0.80, 0.70, 0.50,
0.30, 0.20, 0.10, 0.05, 0.01], where ✓ is the angle between the
normal to the surface and the line of sight, and four azimuths
rotations � = [0�, 90�, 180�, 270�]. In addition, a temporal aver-
age is also performed over ten snapshots adequately spaced so
as to capture several convective turnovers. The final resulting
spectra are: (i) a temporally averaged intensity spectrum at dif-
ferent µ and �-angles, which will be used to model the changes in
the disk-averaged stellar spectrum during the transit of exoplanet
HD 189733 b (Sec. 5.1); (ii) a temporally- and spatially-averaged
flux (Fig. 1), which will be used to correct the stellar spectra in
datasets targeting the thermal emission of exoplanets (Sects. 5.2
and 6).

3. Intrinsic stellar variability and its impact in the
infrared

The granulation pattern is associated with heat transport by con-
vection. The bright areas on the stellar surfaces, the granules
(Fig. 2, bottom panel), are the locations of upflowing hot plasma,
while the dark intergranular lanes are the locations of down-
flowing cooler plasma. Additionally, the horizontal scale on
which radiative cooling drives the convective motions is linked
with the granulation diameter (Nordlund et al. 2009). One piece
of evidence of the convective-related surface structures comes
from the unresolved spectral lines, in particular at high spec-
tral resolution. In fact, they combine important properties such
as velocity amplitudes and velocity-intensity correlations, which
affect the line shape, shift, and asymmetries. These structures
derive from the convective flows in the solar photosphere and
solar oscillations (Asplund et al. 2000a; Nordlund et al. 2009).

Fig. 2. Spatially-resolved profiles at disk center (µ= 1.0, top panel) of
one CO line (�= 23 015.002 Å, log g f = 0.221, �=�5.474 eV) across
granulation pattern (bottom panel) of a K-dwarf simulation (Table 1).
The solid red (intergranular lane) and blue (granule) lines display two
particular positions (colored star symbols) extracted from the intensity
map.

Figure 2 displays an example of the spatially-resolved
intensities corresponding to different regions across the gran-
ulation pattern. Correlations of velocity and temperature cause
characteristic asymmetries of spectral lines as well as net blue-
or red-shifts depending on the area probed (Dravins 1987;
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Table 1. 3D RHD simulations from STAGGER-grid (Magic et al. 2013) used in this work for observed systems reported in last column.

Te↵ [Fe/H] log g x, y, z-dimensions x, y, z-resolution Used for the
[K] [cgs] [Mm] [grid points] observed system

5788 (solar) 0.0 4.44 8.00⇥ 8.00⇥ 4.97 240⇥ 240⇥ 230 51 Pegasi b
4982 (K dwarf) 0.0 4.50 5.00⇥ 5.00⇥ 4.24 240⇥ 240⇥ 230 HD 189733 b

Notes. Te↵ are from Chiavassa et al. (2018).

Fig. 1. Example of synthetic spectrum from the K-dwarf RHD sim-
ulation of Table 1. The spectral lines correspond largerly to 2–0
rovibrational band of carbon monoxide.

of the RHD simulations for all required wavelengths, for ten
box tilting angles µ = cos(✓) = [1.00, 0.90, 0.80, 0.70, 0.50,
0.30, 0.20, 0.10, 0.05, 0.01], where ✓ is the angle between the
normal to the surface and the line of sight, and four azimuths
rotations � = [0�, 90�, 180�, 270�]. In addition, a temporal aver-
age is also performed over ten snapshots adequately spaced so
as to capture several convective turnovers. The final resulting
spectra are: (i) a temporally averaged intensity spectrum at dif-
ferent µ and �-angles, which will be used to model the changes in
the disk-averaged stellar spectrum during the transit of exoplanet
HD 189733 b (Sec. 5.1); (ii) a temporally- and spatially-averaged
flux (Fig. 1), which will be used to correct the stellar spectra in
datasets targeting the thermal emission of exoplanets (Sects. 5.2
and 6).

3. Intrinsic stellar variability and its impact in the
infrared

The granulation pattern is associated with heat transport by con-
vection. The bright areas on the stellar surfaces, the granules
(Fig. 2, bottom panel), are the locations of upflowing hot plasma,
while the dark intergranular lanes are the locations of down-
flowing cooler plasma. Additionally, the horizontal scale on
which radiative cooling drives the convective motions is linked
with the granulation diameter (Nordlund et al. 2009). One piece
of evidence of the convective-related surface structures comes
from the unresolved spectral lines, in particular at high spec-
tral resolution. In fact, they combine important properties such
as velocity amplitudes and velocity-intensity correlations, which
affect the line shape, shift, and asymmetries. These structures
derive from the convective flows in the solar photosphere and
solar oscillations (Asplund et al. 2000a; Nordlund et al. 2009).

Fig. 2. Spatially-resolved profiles at disk center (µ= 1.0, top panel) of
one CO line (�= 23 015.002 Å, log g f = 0.221, �=�5.474 eV) across
granulation pattern (bottom panel) of a K-dwarf simulation (Table 1).
The solid red (intergranular lane) and blue (granule) lines display two
particular positions (colored star symbols) extracted from the intensity
map.

Figure 2 displays an example of the spatially-resolved
intensities corresponding to different regions across the gran-
ulation pattern. Correlations of velocity and temperature cause
characteristic asymmetries of spectral lines as well as net blue-
or red-shifts depending on the area probed (Dravins 1987;
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Figure 1. Toy model simulations of ground-based spectra of hot Jupiters as function of planet
orbital phase, targeting carbon monoxide (left) and methane (right). The vertical bands are
telluric absorption, while the planet signals are shown in emission for clarity, assuming uniform
emission from the planet dayside, producing a planet signal equally strong as in transmission.
Most of the methane transmission features are blocked by the earth atmosphere, but can be
observed around phases ∼0.4 and ∼0.6.

a) Transmission spectroscopy: A logical next step is to search for a carbon monox-
ide signal in transmission in the other bright transiting hot Jupiter HD189733b. The
CO/CH4 ratio may be less balanced towards CO, because its effective temperature is
lower, and its atmospheric scale-height is also smaller. But these could well be compen-
sated by the factor 2 higher apparent brightness of the system in K-band, and the deeper
transit.
b) Dayside spectroscopy of transiting planets: As is apparent from broad-band
spectroscopy (e.g. Swain et al. 2009), dayside absorption features can be just as strong
as during transit. Methane and water are expected to produce strong signals in L-band,
but are inaccessible with transmission spectroscopy because the strong telluric absorption
blocks out most of any possible signal (see Fig.1̃). However, when the dayside emission
is probed, the orbital motion of the planet is of great help. When observing at a phase
of θ ∼0.4 or θ ∼0.6, we still observe 90% of the dayside hemisphere, but with the signal
blue- or redshifted by 100 km/sec due to the planet’s orbital motion - outside the regime
where telluric absorption is a problem. This provides some exciting prospects.

Firstly, such observations will constrain the temperature-pressure profiles of the hot
Jupiter atmospheres. Since HD209458b is thought to have a thermal inversion layer, its
spectral lines may appear in emission, unambigously proving the inversion to be present.

Secondly, the uncertainty in radial velocity of our carbon monoxide detection is about
1 km/sec. This means that we can expect to reach a ∼1% uncertainty in the orbital
velocity of the planets if we observed them at a red- or blueshift of 100 km/sec, resulting
in a mass-determination of the planets and host-stars at a precision of <3%. Not only

0.0

0.4

0.2

O
rb

ita
l p

ha
se

Earth’s	atmosphere	lines	
Hot	Jupiter	toy	data

Snellen et al. 2010

Tr
an
sm

iss
io
n

Da
ys
id
e
em

iss
io
n

CRIRES@VLT
Transmission spectroscopy of	CO	at	2.3	um
Of	HD209458b	(Snellen	et	al.	2010)

Emission spectroscopy of	CO	of	tau Bootis
(Brogi et	al.	2012)	

O
rb

ita
l p

ha
se

Transit

Transmission 

The peak CC tracks 
the planet radial 
velocity in time

Cross-correlation matrix 
CC(Radial Velocity, time)

Time-differential high-dispersion spectroscopy 



-60 -40 -20 0 20 40 60
Vrest (km/s)

0

50

100

150

M
a
x.

 o
rb

ita
l R

V
 (

K
P
, 
km

/s
)

-60 -40 -20 0 20 40 60
Vrest (km/s)

-60 -40 -20 0 20 40 60
Vrest (km/s)

Uncorrected Brogi et al. 2016 
(parametric & fitted star)

Flowers et al. 2019 
(with 3D stellar spectra)

7σ

O
rb

ita
l v

elo
cit

y 
[k

m
/s

]HD189733b - transmission

Chiavassa & Brogi 2019, A&A, 631, A100

5σ

Planet rest-frame velocity (km/s)

CRIRES data



HD189733b - dayside

Chiavassa & Brogi 2019, A&A, 631, A100

Uncorrected

O
rb

ita
l v

elo
cit

y 
[k

m
/s

]

Corrected with 3D stellar spectra



51 Peg - dayside (not transiting)

Chiavassa & Brogi 2019, A&A, 631, A100

A&A 631, A100 (2019)

Fig. 9. Average observed spectrum of 51 Pegasi obtained from entire sequence of CRIRES observations presented in Sect. 6, after removal of
a telluric model (black line). The corresponding 3D spectrum from Table 1, broadened by v sin(i) = 1.5 km s�1 and by the measured CRIRES
instrumental profile, is overplotted in red.

Fig. 10. Total cross correlation signal from single-night observations of
51 Pegasi with VLT/CRIRES, shown as a function of planet rest-frame
velocity (Vrest) and maximum orbital radial velocity KP. Left column:
analysis without any removal of the stellar spectrum, right column:
analysis after removing the stellar spectrum with the tools described
in this work. The expected contamination of stellar lines (mostly CO) is
marked with dashed white lines. This figure should be compared with
Fig. 2 of Brogi et al. (2013).

match to most of the stellar lines, especially the CO lines clearly
identifiable by the band-head near 2.323 µm. As 51 Pegasi has
nearly solar physical parameters, we use solar models for this
work, with the exception of stellar metallicity, which is set by
visual inspection to the value of [Fe/H] = �0.15.

Figure 10 should be directly compared with Fig. 2 of Brogi
et al. (2013), and it shows the total cross-correlation signal from
their best-fitting planetary model, which contains both CO and
H2O when the stellar CO lines are not corrected (left panel),
and when they are removed with the analysis described in this
paper (right panel). Similarly to their work, the stellar correc-
tion manages to bring the residual stellar cross-correlation below
the level of the noise, while the planet signal, barely visible on
individual nights as a bright stripe of positive correlation around
Vrest = 0 and KP = 132 km s�1, is preserved in the process. The

Fig. 11. Total cross correlation signal obtained by co-adding three nights
of data of 51 Pegasi (top row), and nights of October 16 and 17 only
(bottom row). The quantities on the axes are analogous to Fig. 10. The
known position of exoplanet 51 Peg b is marked with white dashed lines.
Although the exoplanet cross-correlation signal is detected even with-
out removing the stellar spectrum, it is confused in the strong stellar
residuals (left panel). Conversely, after removal of the stellar spectrum,
the planetary signal is the only unambiguous signature detected, and all
three nights co-add constructively as expected.

overall performances of the stellar removal appear superior to the
analysis in Brogi et al. (2013), and this is further demonstrated
when the individual observing nights are co-added.

Figure 11 shows the combined cross-correlation signal from
the three observing nights (top row) and from the nights of
October 16 and 17 only (bottom row). The stellar residuals make
a striking difference in the co-added signal. Although a clear
positive deviation in the total cross correlation signal appears at
the known position of the planet regardless of whether the star is
removed or not, in the latter case, its planetary nature cannot be
unambiguously determined. The presence of strong stellar resid-
uals near the planet position on the night of October 25, which is
a consequence of the similar planet and stellar-radial velocities
near-superior conjunction, makes the planet detection doubtful.

Conversely, when the stellar spectrum is removed, the planet
51 Pegasi b remains the only unambiguous source detected.
Remarkably, the planet is now detected in all three nights of
observation, with a noticeable gain in S/N (about 10%) when
adding the night of October 25. This is a clear improvement
from the non-detection originally reported by Brogi et al. (2013)
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Table 1. 3D RHD simulations from STAGGER-grid (Magic et al. 2013) used in this work for observed systems reported in last column.

Te↵ [Fe/H] log g x, y, z-dimensions x, y, z-resolution Used for the
[K] [cgs] [Mm] [grid points] observed system

5788 (solar) 0.0 4.44 8.00⇥ 8.00⇥ 4.97 240⇥ 240⇥ 230 51 Pegasi b
4982 (K dwarf) 0.0 4.50 5.00⇥ 5.00⇥ 4.24 240⇥ 240⇥ 230 HD 189733 b

Notes. Te↵ are from Chiavassa et al. (2018).

Fig. 1. Example of synthetic spectrum from the K-dwarf RHD sim-
ulation of Table 1. The spectral lines correspond largerly to 2–0
rovibrational band of carbon monoxide.

of the RHD simulations for all required wavelengths, for ten
box tilting angles µ = cos(✓) = [1.00, 0.90, 0.80, 0.70, 0.50,
0.30, 0.20, 0.10, 0.05, 0.01], where ✓ is the angle between the
normal to the surface and the line of sight, and four azimuths
rotations � = [0�, 90�, 180�, 270�]. In addition, a temporal aver-
age is also performed over ten snapshots adequately spaced so
as to capture several convective turnovers. The final resulting
spectra are: (i) a temporally averaged intensity spectrum at dif-
ferent µ and �-angles, which will be used to model the changes in
the disk-averaged stellar spectrum during the transit of exoplanet
HD 189733 b (Sec. 5.1); (ii) a temporally- and spatially-averaged
flux (Fig. 1), which will be used to correct the stellar spectra in
datasets targeting the thermal emission of exoplanets (Sects. 5.2
and 6).

3. Intrinsic stellar variability and its impact in the
infrared

The granulation pattern is associated with heat transport by con-
vection. The bright areas on the stellar surfaces, the granules
(Fig. 2, bottom panel), are the locations of upflowing hot plasma,
while the dark intergranular lanes are the locations of down-
flowing cooler plasma. Additionally, the horizontal scale on
which radiative cooling drives the convective motions is linked
with the granulation diameter (Nordlund et al. 2009). One piece
of evidence of the convective-related surface structures comes
from the unresolved spectral lines, in particular at high spec-
tral resolution. In fact, they combine important properties such
as velocity amplitudes and velocity-intensity correlations, which
affect the line shape, shift, and asymmetries. These structures
derive from the convective flows in the solar photosphere and
solar oscillations (Asplund et al. 2000a; Nordlund et al. 2009).

Fig. 2. Spatially-resolved profiles at disk center (µ= 1.0, top panel) of
one CO line (�= 23 015.002 Å, log g f = 0.221, �=�5.474 eV) across
granulation pattern (bottom panel) of a K-dwarf simulation (Table 1).
The solid red (intergranular lane) and blue (granule) lines display two
particular positions (colored star symbols) extracted from the intensity
map.

Figure 2 displays an example of the spatially-resolved
intensities corresponding to different regions across the gran-
ulation pattern. Correlations of velocity and temperature cause
characteristic asymmetries of spectral lines as well as net blue-
or red-shifts depending on the area probed (Dravins 1987;
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Fig. 3. Spatial and temporal average spectrum (red) of one CO line
(same as in Fig. 2) for K-dwarf simulation (Table 1) together with a
1D hydrostatic MARCS model (Gustafsson et al. 2008) with the same
stellar and spectral line parameters.

Gray 2005). Bright and rising convective elements (granule)
being blue-shifted and contributing more photons than the cool
dark shrinking gas (intergranular lanes) that are red-shifted
(Dravins 1982). As a consequence, the resulting spatially-
averaged absorption line appears blue-shifted, like in Fig. 3 (red
line).

An evident and important difference when using RHD sim-
ulation with respect to traditional 1D, stationary, hydrostatic
model stellar atmospheres such as MARCS (Gustafsson et al.
2008), ATLAS (Kurucz 2005), or PHOENIX (Husser et al. 2013)
is the treatment of convection. One-dimensional models can
treat convective energy transport in approximate manners (e.g.
mixing-length theory, Böhm-Vitense 1958) that are all depen-
dent on a number of free parameters. However, since the con-
vection zone reaches up to the optical surface in main sequence
stars, convection directly influences the spectrum formation,
both by modifying the mean stratification and by introducing
inhomogeneities and velocity fields in the photosphere. It is
therefore important to properly account for their effects in order
to extract accurate and precise information from the analysis of
stellar spectra. This is displayed in Fig. 3, where the shape of
the CO line is entirely symmetric and centered to 0 km s�1 in
the case of the 1D model (black line) and blue-shifted in the
case of RHD simulation (red line). Each line has unique finger-
prints in the spectrum that depend on line strength, depth, shift,
width, and asymmetry across the granulation pattern depending
on their height of formation and sensitivity to the atmospheric
conditions. In this context, the line strength plays a major role
(Asplund et al. 2000b).

One last important point of concern is the temporal variation
of spatial-averaged spectral lines during planet transits. Figure 4
displays the uncorrelated temporal variations over slightly more
than one hour of simulation time. This variability has already
been detected on several occasions. For example, it has been
observed that the Sun’s total irradiance varies on all timescales
relevant for transit surveys, from minutes to months (Aigrain
et al. 2004). Moreover, granulation manifested on photomet-
ric variability of the SOHO quiet-Sun data (ranging from 10
to 50 ppm, Jenkins 2002; Frohlich et al. 1997), which were
explained by Chiavassa et al. (2017) with the same RHD simula-
tions used in this work. In the next sections, we apply synthetic
spectra computed for 3D RHD simulations to correct existing
HRS observations of exoplanets and check the improvement in
the detectability of their atmospheres.

Fig. 4. Temporal variation of spatial averaged spectral CO line (same as
in Fig. 5) for K-dwarf simulation (Table 1). The increasing time changes
with colors from blue to red (ten snapshots and 70 min spanned in time).

4. Observations and data analysis

4.1. Observations

We applied the models described in the previous section to cor-
rect the stellar spectrum imprinted on real spectroscopic data of
bright exoplanet host stars. We devote this section to detailing the
instrumental setup in common between data sets, and the basic
data analysis applied to the spectra. The spectra were acquired
with the Cryogenic Infrared Echelle Spectrograph (CRIRES,
Kaeufl et al. 2004) mounted at the Nasmyth-A focus of the
8.2-m ESO Very Large Telescope UT1. The spectrograph was
set to observe with a relatively narrow slit of 0.200 in order to
achieve the maximum resolving power of R ⇡ 100 000. A stan-
dard observing sequence with ABBA nodding pattern was used
for these observations, with the telescope slewing by 1000 along
the slit between nodding positions A and B. Different images
(A-B or B-A) were therefore used to subtract the contribution
from sky emission lines and thermal backgrounds. One pecu-
liar aspect of these observations is that the temporal information
is preserved, meaning each couple of A-B or B-A frames is
combined, and the corresponding 1D spectrum extracted, which
differs from the common practice of co-adding all the spectra
obtained during an observing night. This strategy allows us to
have a time resolution between one and two minutes per com-
bined exposure, enough to prevent the change in orbital radial
velocity of exoplanets from broadening the planet spectral lines.

Extraction of the 1D spectra is obtained via the standard ESO
pipeline. Each dataset described below has been published at
different stages of the lifetime of CRIRES, and therefore dif-
ferent pipeline versions have been used. The data of 51 Pegasi
(Brogi et al. 2013) and the thermal emission data of HD 189733
(de Kok et al. 2013) were processed with version 1.11.0 of the
pipeline. The transit data of HD 189733 were instead processed
with version 2.1.3 (Brogi et al. 2016) of the pipeline.

CRIRES images spectra on four detectors are physically sep-
arated by a few mm. This means that, although our data cover
the interval between 2.27 and 2.35 µm, there are correspond-
ing small gaps in the spectral coverage. Our data target most of
the 2–0 rovibrational band of carbon monoxide (CO). In high-
temperature exoplanet spectra, water vapour is also expected to
produce significant spectral lines and had indeed been reported
multiple times. Methane could also contribute with a dense for-
est of weaker lines, but so far its presence has not been confirmed
at these wavelengths.
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Fig. 9. Transit light curves (with the green shade denoting highest and lowest values) of 42 di↵erent synthetic Sun (top row) and K-dwarf star
(bottom row) images to account for granulation changes during the transit time length for every planet (Table 3) and considering that the granulation
timescale for the Sun is ⇠10 min. The wavelength band shown is [7620–7640] Å (Table 2).

Table 5. Transiting curve data for the di↵erent prototype planets of
Table 3 and 3D RHD simulations of Table 1.

Planet Star Wavelength Deptha rms
[Å] [ppm]

terrestrial Sun [7600–7700] 0.999431 3.5
Neptune 0.995046 7.4

hot Jupiter 0.986251 15.9
terrestrial [25 000–29 000] 0.999480 1.1
Neptune 0.995487 2.1

hot Jupiter 0.987509 4.6
terrestrial [39 000–51 000] 0.999489 0.8
Neptune 0.995557 1.8

hot Jupiter 0.987660 3.5
terrestrial K dwarf [7600–7700] 0.999635 2.7
Neptune 0.996822 6.3

hot Jupiter 0.991180 9.8
terrestrial [25 000–29 000] 0.999679 0.8
Neptune 0.997194 2.1

hot Jupiter 0.992244 2.7
terrestrial [39 000–51 000] 0.999684 0.7
Neptune 0.997261 1.6

hot Jupiter 0.992391 2.1

Notes. The values reported in Col. 4 are the maximum transit depth and
those in Col. 5 are the rms of a set of values covering the central part of
the transit periods: [�1, +1] h for the terrestrial planet, [�0.15, +0.15] h
for hot Neptune, and [�0.1, +0.1] h for the hot Jupiter. These values are
representative for all the wavelength bands from Table 2.
(a) The depth is defined as the normalized flux minimum during transit.

Table 6. Photometric accuracy of di↵erent telescopes.

Name Ground- or Accuracy Filter
space-based [part-per-million] [Å]

HATNeta ground ⇠5000 V and I bands
NGTSb ground <1000 [6000–9000]

TRAPPISTc ground ⇠300 V band
WASPd ground ⇠4000 [4000–7000]

SPITZERe space 29–143 [36 000–80 000]
CHEOPS f space ⇠10 V band

Keplerg space 20–84 [4230–8970]
CoRoTh space ⇠100 [5000–10 000]
TESSi space ⇠60 [6000–10 000]

PLATO j space ⇠27 [5000–10 000]

References. (a) Bakos et al. (2004); (b) Wheatley et al. (2013);
(c) Jehin et al. (2011); (d) Pollacco et al. (2006); (e) Gillon et al. (2010),
Stevenson et al. (2010); ( f ) Broeg et al. (2013); (g) Koch et al. (2010);
(h) Auvergne et al. (2009); (i) Ricker et al. (2015); ( j) Rauer et al. (2014).

values are comparable to the expected rms of the granulation (be-
tween [3.5–15.9] ppm, with stronger fluctuations in the optical).

5. Effect of the granulation noise

5.1. Investigation on different orbital inclination angles

In this section, we investigate the e↵ect of the granulation pat-
tern on di↵erent orbital inclination angles ranging from inc =
[90.85–90.25]�, with a step of 0.2�. Figure 11 (top panel) shows
the orbital inclinations (decreasing inc in the souther stellar
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Fig. 8. Top row: synthetic solar disk images with transiting planet computed at [7620–7640] Å (left, see Table 2), [25 000–25 250] Å (center),
[39 000–51 000] Å (right) for the Sun (Table 1). The prototype planet for the transit is the terrestrial planet (Table 3). For the sake of clarity, we
assumed transit data measurements every 20 min in these plots. However, in the analysis (Figs. 9 and 10), we simulated transits measurements
every 3 min. Bottom row: same as above with solar images computed at [7620–7640] Å and the prototype Neptune (left) and the hot Jupiter
(center).

Figure 8 shows the simulated transits at di↵erent wavelength
bands and prototype planets. The top row panel displays pro-
nounced center-to-limb variations in the stellar disk from the op-
tical toward the infrared bands, which is principally caused by
the Planck function behavior at di↵erent wavelengths.

We computed light curves for the prototype planets of
Table 3 and for all the wavelength bands of Table 2. Represen-
tative examples are shown in Figs. 9 and 10. During a transit,
the planet blocks part of the radiation of its host star. The ob-
served dim of light is directly proportional to the ratio of the
planetary and the stellar projected areas as well as to the ratio
of the brightness contrast. The latter depends on the wavelength
probed, owing mainly to the di↵erent Planck functions in the op-
tical and the infrared wavelength ranges (e.g., Chiavassa et al.
2012), and on the temporal variation of the granulation pattern
(green shades in the transit plots and Fig. 7). Moreover, the depth
of the curves depends of the size of the transiting planets (e.g.,
Borucki & Summers 1984) with the largest prototype planet (hot
Jupiter) causing the largest transit depth (Table 5).

The envelope of the various computed transits (green shades)
in Fig. 9 and is a↵ected by the granulation noise, either be-
cause during the transit the planet occults isolated regions of the
photosphere that di↵er in local surface brightness as a result of
convection-related surface structures or by the photometric fluc-
tuations of the stellar disk (as discussed in the previous section).

These two sources of noise act simultaneously during the planet
transit. In Table 5 we report the maximum depth value of the dif-
ferent transits and the root-mean-square (rms) of the light curves
for values covering the central part of the transit periods. The
rms is the direct signature of the granulation noise. It is present
for all the wavelength bands used in this work and depends on
the size of the planet (larger planets return stronger fluctuations)
and the wavelength probed (the optical region is characterized by
stronger fluctuations with respect to the infrared wavelengths).
Compared to the terrestrial planet, hot Jupiter and Neptune plan-
ets occult larger regions of the stellar disk that di↵er in local sur-
face brightness: this results in greater changes in the total stellar
irradiance in the same time interval. The K-dwarf star returns
weaker fluctuations than the Sun, at least at the spectral resolu-
tion considered for the calculations.

The granulation rms found for the terrestrial planet transit
(3.5 and 2.7 ppm for the Sun and the K-dwarf star, respectively)
is close to the observed photometric variability of the SOHO
quiet-Sun data, which ranges between 10 to 50 ppm (Jenkins
2002; Frohlich et al. 1997). It should be noted that in our case
we use narrower bands (e.g., 20 Å in the optical) with respect
to the very broad filter of SOHO. The accuracy of ground-based
telescopes (Table 6) is higher than the contribution of the gran-
ulation fluctuations. On the other hand, space-based telescopes
show better precision, down to ⇠10 ppm in the optical. These
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The intensity distribution in 3D is different 
from the 1D or analytical approximation.
And as a function of wavelength
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From the planet point of view: 

- the star is the noise, and the stellar 
spectra need modelling to be processed 

From the stellar point of view: 

- the “noise” is the signal of stellar 
dynamics and key point for studying its 
physical properties 

- the planet transits represent and relevant 
source of information for the star 

andrea.chiavassa@oca.eu

https://lagrange.oca.eu/fr/andrea-chiavassa/

In conclusion …
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Standardisation of the periodogram for RV search 

(Sulis, Mary, Bigot, IEEE, 2017)


A new semi-supervised method 
 (Sulis, Mary, Bigot+ 2022)

Stellar noise effects on transit curves 
 (Chiavassa+, 2017)

3D Simulation Solar convective noise  
(Sulis, Mary, Bigot 2020)
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Statistical tests 
(Maximum, adaptative etc)

PFA

Planetary spectra « depolluted » from 3D stellar spectra  
(Chiavassa & Brogi 2019)

Simultaneous stellar and 
planetary dynamics in transit 

emission spectroscopy 
 (Maimone, Chiavassa, 

Leconte+ PhD)

Convective noise across HR diagram 
 (Rodriguez Diaz et al. 2022)

In a nutshell: Stellar Convection, a « noise » for planet detection & 
characterization




