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Fig. 2.4 (a) On the sphere the rotation vector Ω can be decomposed into two compo-
nents, one in the local vertical and one in the local horizontal, pointing toward the
pole. That is, Ω = Ωy j+Ωzk where Ωy = Ω cosϑ and Ωz = Ω sinϑ. In geophysical
fluid dynamics, the rotation vector in the local vertical is often the more important
component in the horizontal momentum equations. On a rotating disk, (b), the
rotation vector Ω is parallel to the local vertical k.

2.2.3 Equations of motion

Mass Conservation and Thermodynamic Equation

The mass conservation equation, (1.36a), expanded in spherical co-odinates, is
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Equivalently, using the form (1.36b), this is
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The thermodynamic equation, (1.108), is a tracer advection equation. Thus, using (2.27),
its (adiabatic) spherical coordinate form is
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and similarly for tracers such as water vapour or salt.

Momentum Equation

Recall that the inviscid momentum equation is:

Dv
Dt

+ 2Ω× v = − 1
ρ
∇p −∇Φ, (2.43)

where Φ is the geopotential. In spherical coordinates the directions of the coordinate axes
change with position and so the component expansion of (2.43) is
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where f = fk = 2Ω sinϑk and ∇zp = [(a cosϑ)−1∂p/∂λ, a−1∂p/∂ϑ] , the gradient op-
erator at constant z. In (2.54) the material derivative of the horizontal velocity is given
by
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, (2.55)

where instead of (2.39) we have
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u tanϑ
a

, (2.56a)
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u tanϑ
a

, (2.56b)

where Ω̃flow = ku tanϑ/a [which is the vertical component of (2.38), with r replaced by a.].
The advection of the horizontal wind u is still by the three-dimensional velocity v. The
vertical momentum equation is the hydrostatic equation, (2.50c), and the mass conservation
equation is

Dρ
Dt

+ ρ∇ · v = 0 or
∂ρ
∂t

+∇ · (ρv) = 0, (2.57)

where D/Dt on a scalar is given by (2.51), and the second expression is written out in full in
(2.53).

2.2.6 The vector invariant form of the momentum equation

The ‘vector invariant’ form of the momentum equation is so-called because it appears to take
the same form in all coordinate systems — there is no advective derivative of the coordinate
system to worry about. With the aid of the identity (v ·∇)v = −v ×ω+∇(v2/2), where
ω ≡ ∇ × v is the relative vorticity, the three-dimensional momentum equation may be
written:
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2
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In spherical coordinates the relative vorticity is given by:
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Making the traditional and shallow fluid approximations, the horizontal components of
(2.58) may be written
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where u = (u,v,0), f = k 2Ω sinϑ, ∇z is the horizontal gradient operator (the gradient at
a constant value of z), and using (2.59), ζ is given by
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p = ⇢RT

★Mass conservation

★Equation of state

★Conservation of energy
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Increased insolation threshold for runaway
greenhouse processes on Earth-like planets
Jérémy Leconte1, Francois Forget1, Benjamin Charnay1, Robin Wordsworth2 & Alizée Pottier1

The increase in solar luminosity over geological timescales should
warm the Earth’s climate, increasing water evaporation, which will
in turn enhance the atmospheric greenhouse effect. Above a certain
critical insolation, this destabilizing greenhouse feedback can ‘run
away’ until the oceans have completely evaporated1–4. Through increa-
ses in stratospheric humidity, warming may also cause evaporative
loss of the oceans to space before the runaway greenhouse state
occurs5,6. The critical insolation thresholds for these processes, how-
ever, remainuncertainbecause theyhave so farbeen evaluatedusing
one-dimensionalmodels that cannot account for the dynamical and
cloud feedback effects that are key stabilizing features of the Earth’s
climate. Here we use a three-dimensional global climate model to
show that the insolation threshold for the runaway greenhouse state
to occur is about 375Wm22, which is significantly higher than
previously thought6,7. Ourmodel is specifically developed to quant-
ify the climate response of Earth-like planets to increased insolation
in hot and extremely moist atmospheres. In contrast with previous
studies, we find that clouds have a destabilizing feedback effect on
the long-term warming. However, subsident, unsaturated regions
created by the Hadley circulation have a stabilizing effect that is
strong enough to shift the runaway greenhouse limit tohigher values
of insolation than are inferred from one-dimensional models.
Furthermore, because of wavelength-dependent radiative effects,
the stratosphere remains sufficiently cold and dry to hamper the

escape of atmospheric water, even at large fluxes. This has strong
implications for the possibility of liquid water existing on Venus
early in its history, and extends the size of the habitable zone around
other stars.
Planetary atmospheres naturally settle into a thermal equilibrium

state where their outgoing thermal emission balances the absorbed
part of the incoming sunlight. The resulting climate is stabilized by
the fact that a temperature increase results in enhanced cooling by
means of thermal emission. When a condensable greenhouse gas is
present at the planet’s surface, as is the case for water on the Earth, this
stabilizing feedback is hampered by the destabilizing greenhouse feed-
back: evaporationand, thus, thewater-vapour greenhouse effect increase
with temperature, reducing the cooling.Under present Earth conditions,
this greenhouse feedback is both strong enough to maintain clement
surface temperatures andweak enough for the climate to remain stable.
When solar heating becomes stronger, however, water vapour can

become abundant enough tomake the atmosphere optically thick at all
thermal wavelengths7,8. Thermal flux then originates in the upper tro-
posphere only and reaches a maximum, ,282Wm22, that is inde-
pendent of the surface temperature9. If the planet absorbs more than
this critical flux, thermal equilibrium can be restored only by vapori-
zing all the water available and reaching high surface temperatures at
which the surface starts to radiate at visible wavelengths4,7. This is the
runaway greenhouse state1–4.

1 Laboratoire de Météorologie Dynamique, Institut Pierre Simon Laplace, 4 Place Jussieu, BP 99, 75252 Paris, France. 2Department of Geological Sciences, University of Chicago, Chicago, Illinois 60637,
USA.
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Figure 1 | Temperature and radiative budget for the Earth under two
insolations. a, b, Maps of the annual mean surface temperature for themodels
corresponding to present Earth (Fw5 341Wm22; a) and to amean solar flux of
375Wm22 (b), just before the runaway greenhouse instability is triggered.
c, d, Zonally and annually averaged surface temperature (solid black), absorbed

stellar radiation (ASR; grey dashed) and outgoing long-wave radiation
(OLR; grey dotted) for the insolations in a (c) and b (d). The red horizontal line
shows the radiation limit on the emitted flux for a saturated water atmosphere
(282Wm22). As visible in the hot case, unsaturated subtropical regions allow the
atmosphere to emit more than this limit.

2 6 8 | N A T U R E | V O L 5 0 4 | 1 2 D E C E M B E R 2 0 1 3

Macmillan Publishers Limited. All rights reserved©2013

Leconte et al. (Nature, 2013)

Temperature

Absorbed radiation Outgoing radiation

Radiation limit



Are the winds really like that ?
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Fig. 2.— Schematic illustration of dynamical processes occurring on a generic terrestrial exoplanet. These include baro-
clinic eddies, Rossby waves, and eddy-driven jet streams in the extratropics, and Hadley circulations, large-scale Kelvin
and Rossby waves, and (in some cases) equatorial superrotation in the tropics. The “X” at the equator marks the substellar
point, which will be fixed in longitude on synchronously rotating planets. Cloud formation, while complex, will likely
be preferred in regions of mean ascent, including the rising branch of the Hadley circulation, within baroclinic eddies,
and—on synchronously rotating planets—in regions of ascent on the dayside.

our solar system, the atmospheres of Earth, Mars, and all
four giant planets exhibit geostrophic balance away from
the equator, and the same will be true for a wide range of
terrestrial exoplanets. See Pedlosky (1987), Holton (2004),
or Vallis (2006) for introductions to the dynamics of rapidly
rotating atmospheres in the geostrophic regime.

In a geostrophic flow, there exists a tight link between
winds and temperatures. Differentiating the geostrophic
equations in pressure (which here acts as a vertical coor-
dinate) and invoking hydrostatic balance and the ideal-gas
law, we obtain the thermal-wind equations (Vallis 2006,
pp. 89-90)

f
@u

@ ln p
=

@(RT )

@y
f

@v

@ ln p
= �

@(RT )

@x
(2)

where T is temperature and R is the specific gas con-
stant. The equation implies that, for the geostrophic compo-
nent of the flow, meridional temperature gradients accom-
pany vertical shear (that is, vertical variation) of the zonal
wind, and zonal temperature gradients accompany vertical
shear (i.e., vertical variation) of the meridional wind. Be-
cause the surface wind is generally weak compared to that
at the tropopause, one can thus obtain an estimate of the
wind speed in the upper troposphere—given the equator-
pole temperature gradient—by integrating (2) vertically.

To order of magnitude, for example, Equation (2) im-
plies a zonal wind �u ⇠ R�Teq�pole� ln p/(fa), where
�Teq�pole is the temperature difference between the equa-
tor and pole, � ln p is the number of scale heights over
which this temperature difference extends, and a is the
planetary radius. Inserting Earth parameters (�Teq�pole ⇡

20K, a ⇡ 6000 km, R = 287 J kg�1 K�1, f ⇡ 10�4 s�1,
and � ln p = 1), we obtain �u ⇡ 10m s�1, which is in-
deed a characteristic value of the zonal wind in Earth’s up-
per troposphere.

What are the implications of thermal-wind balance for a
planet’s global circulation pattern? Given the thermal struc-
ture expected on typical, low-obliquity, rapidly rotating ex-
oplanets, with a warm equator and cool poles, Equation (2)
makes several useful statements:

• It implies that the zonal wind increases (i.e., becomes
more eastward) with altitude. Assuming the sur-
face winds are weak, this explains the predominantly
eastward nature of the tropospheric winds on Earth
and Mars, especially in midlatitudes, and suggests an
analogous pattern on rapidly rotating exoplanets.

• Because temperature gradients—at least on Earth
and Mars—peak in midlatitudes, thermal-wind bal-
ance helps explain why the zonal wind shear—hence
the upper-tropospheric zonal winds themselves—are
greater at midlatitudes than at the equator or poles.
This is the latitude of the jet streams, and thermal-
wind balance therefore describes how the winds
increase with height in the jet streams. Because
the tropospheric meridional temperature gradient is
greater in the winter hemisphere than the summer
hemisphere, thermal-wind balance also implies that
the upper-tropospheric, mid-latitude winds should be
faster in the winter hemisphere, as in indeed occurs
on Earth (Peixoto and Oort 1992) and Mars (Smith
2008).
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Fig. 12.— Zonal-mean circulation for a sequence of idealized GCM experiments of terrestrial planets from Kaspi and
Showman (2012), showing the dependence of the Hadley circulation on planetary rotation rate. The models are driven
by an imposed equator-pole insolation pattern with no seasonal cycle. The figure shows seven experiments with differing
planetary rotation rates, ranging from 1/16th to four times that of Earth from top to bottom, respectively. Left column:
Thin black contours show zonal-mean zonal wind; the contour interval is 5m s�1, and the zero-wind contour is shown in
a thick black contour. Orange/blue colorscale depicts the mean-meridional streamfunction, with blue denoting clockwise
circulation and orange denoting counterclockwise circulation. Right column: colorscale shows zonal-mean temperature.
Contours show zonal-mean meridional eddy-momentum flux, u0v0 cos�. Solid and dashed curves denote positive and
negative values, respectively (implying northward and southward transport of eastward eddy momentum, respectively).
At slow rotation rates, the Hadley cells are nearly global, the subtropical jets reside at high latitude, and the equator-
pole temperature difference is small. The low-latitude meridional momentum flux is equatorward, leading to equatorial
superrotation (eastward winds at the equator) in the upper troposphere. At faster rotation rates, the Hadley cells and
subtropical jets contract toward the equator, an extratropical zone, with eddy-driven jets, develops at high latitudes, and the
equator-pole temperature difference is large. The low-latitude meridional momentum flux is poleward, resulting from the
absorption of equatorward-propagating Rossby waves coming from the extratropics.
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Can we actually see it ?







Relative Humidity



The impact of the Hadley cell

-90 -60 -30 0 30 60 90
0

10

20

30

40

50

latitude H°L

A
lti
tu
de
Hkm
L

Relative Humidity
F*=1400 Wêm2

formation of 
unsaturated subsident 

regions

0.

0.25

0.5

0.75

1.

precipitations during 
adiabatic ascent

Leconte et al. (Nature, 2013)



Thermodynamics of the Hadley Cell

Pressure

Temperature



Thermodynamics of the Hadley Cell

Pressure

Temperature

precipitations during 
ascent removes 

moisture and heats 
the gas

Water vapor saturation

Dry, hot air 
in the descending 

branch





Rotational ForcePressure force

Rota
tion

al F
orc

e

Pres
sur

e fo
rce

Velocity

Side view:

a) Top view, near top

a)

b)
b) Top view, near bottom

Friction



Hadley Cell

Ferrel Cell

Polar Cell



What about 
synchronously rotating planets?
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Fig. 1.— Schematic illustration of the regimes of extratropics (defined as Ro ⌧ 1) and tropics (defined as Ro & 1). For
an Earth- or Mars-like planet, the boundary between the regimes occurs at ⇠20–30� latitude (left panel); however, the
transition occurs at higher latitudes when the rotation period is longer, and terrestrial planets with rotation periods longer
than ⇠10 Earth days may represent “all tropics” worlds (right panel).

planet. The sphere on the left depicts an Earth- or Mars-
like world where the boundary between the regimes occurs
at ⇠20–30� latitude. At longer rotation periods, the trop-
ics occupy a greater fraction of the planet, and idealized
general circulation model (GCM) experiments3 show that,
for Earth-like planetary radii, gravities, and incident stellar
fluxes, planets exhibit Ro & 1 everywhere when the rota-
tion period exceeds ⇠10 Earth days (e.g., Del Genio and
Suozzo 1987) (Figure 1, right panel). Dynamically, such
slowly-rotating planets are essentially “all tropics” worlds.4
Venus and Titan are examples in our own solar system,
exhibiting near-global Hadley cells, minimal equator-pole
temperature differences, little role for baroclinic instabili-
ties, and a zonal jet structure that differs significantly from
those on Earth and Mars. Terrestrial exoplanets character-
izable by transit techniques will preferentially be close to
their stars and tidally locked, implying slow rotation rates;
many of these exoplanets should likewise be “all tropics”
worlds.

Figure 2 previews several of the key dynamical processes
occurring at large scales on a generic terrestrial exoplanet,
which we survey in more detail in the subsections that fol-
low. In the extratropics, the baroclinic eddies that dom-
inate the meridional heat transport (Section 2.1.2) gener-
ate meridionally propagating Rossby waves (Section 2.1.3),
which leads to a convergence of momentum into the insta-
bility latitude, generating an eddy-driven jet stream (Sec-
tion 2.1.4). Multiple zones of baroclinic instability, and
multiple eddy-driven jets, can emerge in each hemisphere
if the planet is sufficiently large or the planetary rotation is
sufficiently fast. In the tropics, the Hadley circulation (Sec-

3A GCM solves the global three-dimensional (3D) fluid-dynamics equa-
tions relevant to a rotating atmosphere, coupled to calculations of the at-
mospheric radiative-transfer everywhere over the full 3D grid (necessary
for determining the radiative heating/cooling rate, which affects the dy-
namics), and parameterizations of various physical processes including
frictional drag against the surface, sub-grid-scale turbulence, and (if rel-
evant) clouds. “Idealized” GCMs refer to GCMs where these components
are simplified, e.g., adopting a gray radiative-transfer scheme rather than
solving the full non-gray radiative transfer.

4The term was first coined by Mitchell et al. (2006) in reference to Titan.

tion 2.2.1) dominates the meridional heat transport; in ide-
alized form, it transports air upward near the equator and
poleward in the upper troposphere, with a return flow to
the equator along the surface. Due to the relative weakness
of rotational effects in the tropics, atmospheric waves can
propagate unimpeded in longitude, and adjustment of the
thermal structure by these waves tends to keep horizontal
temperature gradients weak in the tropics (Section 2.2.2).
Many exoplanets will rotate synchronously and therefore
exhibit permanent day- and nightsides; the resulting, spa-
tially locked day-night heating patterns will generate large-
scale, standing equatorial Rossby and Kelvin waves, which
in many cases will lead to equatorial superrotation, that is,
an eastward flowing jet at the equator (Section 2.2.3). Sig-
nificant communication between the tropics and extratrop-
ics can occur, among other mechanisms, via meridionally
propagating Rossby waves that propagate from one region
to the other.

We review the extratropical and tropical regimes, along
with the key processes shown in Figure 2, in this section.

2.1. Extratropical regime
2.1.1. Force balances and geostrophy

The extratropical regime corresponds to Ro ⌧ 1.
For typical terrestrial-planet wind speeds of ⇠10m s�1

and Earth-like planet sizes, planets will have extratropical
zones for rotation periods of a few (Earth) days or shorter.
When Ro ⌧ 1 and friction is weak, the Coriolis force
and pressure-gradient force will approximately balance in
the horizontal momentum equation; the resulting balance,
called geostrophic balance, is given by (e.g., Vallis 2006,
pp. 85-88)
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where � is the gravitational potential, x and y are eastward
and northward distance, u and v are zonal and meridional
wind speed, f is the Coriolis parameter, and the derivatives
are evaluated at constant pressure. The implication is that
winds tend to flow along, rather than across, isobars. In
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Leconte et al.: 3D climate modeling of close-in land planets

asymptotic value, hence the limited flux2 (Nakajima et al. 1992;
Pierrehumbert 2010).

While large uncertainties remain regarding the radiative
e↵ect of water vapor continuum and the nonlinear, three-
dimensional e↵ect of dynamics and clouds, the critical value of
the average absorbed stellar radiation, (1 � Ā)F?/4 (where F?

is the stellar flux at the substellar point and Ā is the planetary
bond albedo), should conservatively range between 240 W/m2

(the mean absorbed stellar radiation on Earth) and 350 W/m2

(Abe et al. 2011). Terrestrial planets emitting such (low) IR
fluxes will be di�cult to characterize in the near future.

Fortunately, the runaway greenhouse limit discussed above
is not as fundamental as it may appear. Indeed, the theory out-
lined above assumes that a su�cient

3 reservoir of liquid water is
available everywhere on the surface (Selsis et al. 2007). While
it would seem from 1D modeling that liquid water would disap-
pear at a lower surface temperature for a planet with a limited
water inventory, it goes the opposite way in 3D. Global climate
models show that such "land planets" can have a wider habitable
zone (Abe et al. 2011). Near the inner edge, this property stems
from the fact that atmospheric transport of water from warm to
cold regions of the planets is not counteracted by large-scale sur-
face runo↵ (Abe et al. 2005). Heavily irradiated regions are then
drier and can emit more IR flux than the limit found for a satu-
rated atmosphere.

In principle, it is thus possible to find planets absorbing and
re-emitting more flux than the runaway greenhouse threshold
and for which liquid/solid water can be thermodynamically sta-
ble at the surface, provided that they accreted limited water sup-
plies (or lost most of them). As will be shown hereafter, this
could be the case for Gl 581 c (Udry et al. 2007; Mayor et al.
2009; Forveille et al. 2011) and HD 85512 b (Pepe et al. 2011),
the only two confirmed planets having masses compatible with
a terrestrial planet (M p . 7 � 8M�; although defining such a
mass limit is questionable), lying beyond the inner edge of the
classical habitable zone but receiving a moderate stellar flux,
F?/4 < 1000 W/m2. Note that these planets lie even beyond the
inner edge of the limits set by Abe et al. (2011) for land planets.

However, for such close-in planets whose rotation states
have been strongly a↵ected by tidal dissipation and which are
either in a state of synchronous, pseudo-synchronous4 or reso-
nant rotation with a near zero obliquity (Goldreich & Peale 1966;
Heller et al. 2011; Makarov et al. 2012), e�cient and permanent
cold traps present on the dark hemisphere or at the poles could ir-
reversibly capture all the available water in a permanent ice cap.
To tackle this issue, we have performed several sets of global cli-
mate model simulations for prototype land planets with the char-
acteristic masses and (strong) incoming stellar fluxes of Gl 581 c
and HD 85512 b. 3D climate models are necessary to assess the
habitability of land planets in such scenarios because horizontal
inhomogeneities in impinging flux and water distribution are the
key features governing the climate. This may explain why this
scenario has received little attention so far.

One of the di�culties lies in the fact that, as will be exten-
sively discussed here, there is no precise flux limit above which

2 A similar but slightly subtler limit stems from considering the radia-
tive/thermodynamic equilibrium of the stratosphere (Kombayashi 1967;
Ingersoll 1969; Nakajima et al. 1992), but it is less constraining in the
case considered.

3 Meaning that, if fully vaporized, the water reservoir must produce
a surface pressure which is higher than the pressure of the critical point
of water (220bars).

4 Note that the stability of the pseudo-synchronous rotation state is
still debated for terrestrial planets (Makarov & Efroimsky 2012)

Table 1. Standard parameters used in the climate simulations.

Planet name Gl 581 c HD 85512 b
Stellar luminosity L? [L�] 0.0135 0.126
Stellar mass M? [M�] 0.31 0.69
Orbital semi-major axis a [AU] 0.073 0.26
Orbital rotation rate ⌦orb [s�1] 5.59⇥10�6 1.25⇥10�6

Orbital eccentricity e 0-0.05 0-0.11
Obliquity " p 0 –
Tidal resonance n 1, 3:2 –
atmospheric pressure ps [bar] 0.1-10 –
Mass† M p [M�] 6.25 4.15
Radius‡ R p [R�] 1.85 1.60
Surface gravity g [m s�2] 18.4 15.8
Surface albedo As 0.3 –
Ice albedo Aice 0.3-0.55 –
Surface roughness z0 [m] 1 ⇥ 10�2 –
Specific heat capacity cp [J K�1kg�1] 1003.16 –
Condensation nuclei Nc [kg�1] 1 ⇥ 105 –

† This is the mass used in simulations. It is inferred from the M p sin i

measured by radial velocity by assuming i = 60�. This inclination
seems favored by recent observations of a disk around Gl 581.
‡ Inferred from the mass assuming Earth density.

Table 2. Standard parameters used in the climate simulations.

Planet name Gl 581 c HD 85512 b

Stellar luminosity L? [L�] 0.0135 0.126
Stellar mass M? [M�] 0.31 0.69
Orbital semi-major axis a [AU] 0.073 0.26
Orbital period Porb [d] 13 58
Orbital eccentricity e 0-0.05 0-0.11

Mass M p [M�] 6.25 4.15
Radius R p [R�] 1.85 1.60
Surface gravity g [m s�2] 18.4 15.8

Stellar Flux F? [W/m2] 3300 2500
Equilibrium temperature T̄equ [K] 317 296

a runaway greenhouse state is inevitable. Instead, for a wide
range of parameters, two stable equilibrium climate regimes ex-
ist because of the very strong positive feedback of water va-
por. The actual regime is determined not only by the incom-
ing stellar flux and spectrum, or by the planet’s atmosphere, but
also by the amount of water available and its initial distribution.
Consequently, instead of trying to cover the whole parameter
space, here we have performed simulations for two already de-
tected planets. We will show that qualitatively robust features
appear in our simulations, and argue that the processes govern-
ing the climate discussed here are quite general.

In Sect. 2 we introduce the various components of our nu-
merical climate model and we present the basic climatology of
our model in a completely dry case (Sect. 3). We show that the
atmospheric circulation can settle into two di↵erent regimes -
namely super-rotation or stellar/anti-stellar circulation - and that
the transition of one regime to the other occurs when the equa-
torial Rossby deformation radius significantly exceeds the plan-
etary radius. We also show that strong discrepancies can occur
between 1D and globally averaged 3D results. Then we show
that when water is present, the climate regime reached depends
on the initial conditions and can exhibit a bistability (Sect. 4).
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Temperature maps (°C)

Gl 581 c HD 85512 b
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Super-rotation vs Stellar/Antistellar circulation!
Jets impede redistribution!

Leconte et al. (A&A, 2013a)
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Does atmospheric dynamics 
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temperature 103 K) and water-vapour-dominated (H2O partial pres-
sure 10 bar) atmospheres of early Venus and Earth (forced to inso-
lations between 300 W m−2 and 675 W m−2, defined here as average 
top-of-the-atmosphere fluxes) reveal that clouds are essentially concen-
trated on the nightside (Fig. 2a, b, e, f), independently of the planetary 
rotation speed and day duration. The absence of clouds and strong 
solar absorption by water vapour on the dayside reduce the planetary 
albedo. The presence of clouds on the nightside produces a strong 
greenhouse warming, which effectively reduces the nightside thermal 
cooling to space (Fig. 2c, d, g, h). As a result, clouds have a strong net 
warming effect (Extended Data Fig. 2).

Preferential nightside water cloud formation is mainly driven by the 
direct visible and near-infrared absorption by water vapour—here the 
dominant gas—of the incoming solar radiation. First, the absorption 
by water vapour produces a strong atmospheric heating in the sub-
solar region—which has already been qualitatively observed25,26—that 
efficiently warms the atmosphere down to about 1 bar (Fig. 3b), which 
breaks moist convection and therefore strongly inhibits dayside cloud 
formation. The dayside cloud cover in fact decreases with increasing 
incident flux, as illustrated qualitatively in Fig. 2a, b, e, f and quanti-
tatively in Extended Data Fig. 3b. For high insolation (that is, about 
650 W m−2, which is equivalent to the solar flux on present-day Venus), 
the dayside is almost entirely depleted in clouds, and the bond albedo 
reaches closely that of previous state-of-the-art 1D numerical climate 
model cloud-free calculations27–29 (Methods). Figure 3d in fact shows 

that this direct subsolar absorption is up to about 104 stronger than in 
standard 3D GCM simulations where all water is initially assumed to be 
condensed on the surface (labelled ‘cold start’ in Fig. 3). This is due to 
the fact that the water vapour mixing ratio is up to about 107 larger, at 
least in the upper part of the atmosphere (Fig. 3c).

In our baseline simulations of hot and steamy Earth and Venus, the 
atmospheric circulation is strongest in the upper atmosphere (above 
about 0.1 bar). It is dominated by a strong eastward jet that is even 
super-rotating in the early Venus simulations, owing to the slower 
planet rotation. It is also characterized by a Brewer–Dobson-like cir-
culation (Fig. 3a), which transports warm stratospheric air parcels from 
the equator to the poles. As the warm and dry stratospheric equatorial 
air parcels get transported eastward and poleward by the winds, they 
cool by thermal infrared emission, which eventually leads to preferen-
tial cloud formation on the nightside, specifically at two gyres, and at 
the poles (Fig. 2a, b, e, f), where the balance between thermal infrared 
cooling and dynamical heat redistribution heating (by the winds) is 
favourable. The mechanism leading to the preferential formation of 
clouds in the nightside is depicted in Fig. 1b. The accumulation of clouds 
on the nightside reduces the thermal cooling to space. Figure 2c, d, g, 
h shows that the thermal emission to space is actually anticorrelated 
with the position of water clouds, which produce a strong greenhouse 
effect. This peculiar distribution of clouds produces a strong net warm-
ing effect, between 50 W m−2 and 120 W m−2 in the range of insolation 
of around 340–675 W m−2, that is, that of Earth and Venus (Extended 
Data Fig. 2). At high insolations, nightside temperatures increase with 
insolation, resulting in a reduction in cloud cover and thus in green-
house warming of clouds.

The nightside cloud pattern and its net warming effect are robust 
to a wide range of insolations (Fig. 2). They are also robust to a wide 
range of cloud properties, total amount of water vapour and addi-
tion of carbon dioxide (CO2) (Methods). The preferential formation 
of stratospheric nightside water clouds in both the Earth (sidereal 
rotation period Prot ≈ 24 h) and early Venus simulations (Prot ≈ 5,833 h, 
that is, about 244 times that of Earth) suggests that the mechanism 
is also robust to a wide range of rotation periods. A comprehensive 
sensitivity study is needed to quantitatively confirm this result, as it 
has been shown that cloud and atmospheric circulation feedbacks can 
vary nonlinearly and non-monotonically with rotation period30. The 
mechanism differs from the stabilizing tropospheric subsolar cloud 
feedback4,31 (Fig. 1a), which works only for slowly rotating planets31–33. 
This is because the stratosphere adjusts here quickly to the solar heat-
ing perturbation (constantly destroying clouds on the dayside and 
reforming them on the nightside) compared with the troposphere, 
which requires a much longer daylight period to establish a region 
of stable and intense moist convection, capable of producing thick, 
reflective clouds32.

Cloud formation in the GCM is largely dominated by large-scale con-
densation (that is, water vapour condensation driven by large-scale air 
movements, as illustrated in Fig. 3a) and not by subgrid-scale conden-
sation (driven by small convective cells, as in refs. 4,31). This indicates 
that our results should be weakly sensitive to the choice of the subgrid 
moist convection parameterization, which is a strong indication34 that 
preferential nightside cloud formation is likely to be a robust mecha-
nism across GCMs.

As a direct consequence, the net warming effect of clouds mark-
edly reduces the insolation required to condense water on the sur-
face, compared with previous 1D cloud-free calculations3,16,24. The 
simulations we have carried out at multiple insolations reveal that 
(1) the insolation required to condense water on early Venus is about 
325 W m−2 (or about 0.95 times the Earth solar constant) and (2) that 
on Earth is about 312.5 W m−2 (or about 0.92 times the Earth solar con-
stant). When the initially hot and steamy planetary atmospheres reach 
these insolation thresholds, clouds start to form on the dayside, which 
makes the bond albedo suddenly jump, and produce a net cooling of 

Surface oceans
Temperate, water-poor atmosphere (Yang et al.31  and Way et al.4 )

a

Dry surface
Hot, water-dominated atmosphere (This study)

b

Sunlight

Thermal 
cooling to space

Nightside
stratospheric
cloud layer

Sunlight

Wet

Dry

Wet

Dry

Moist convective 
ascending region

Dayside tropospheric
cloud layer

Efficient thermal 
cooling to space

Efficient reflection
of sunlight by clouds

Dry subsiding
region

Efficient greenhouse
effect by clouds

Efficient absorption of 
sunlight by water vapour

Fig. 1 | Day and night water cloud feedbacks. a, b, Sketches of the cloud 
feedback mechanisms on slowly rotating planets initially covered with a liquid 
water ocean4,31 (a) and fast and slowly rotating planets with oceans initially 
completely evaporated into the atmosphere (this study) (b). Depending on 
their position (dayside or nightside), clouds have a very strong net cooling  
(a) or warming (b) effect.
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Fig. 1.— Fractional dayside to nightside brightness temper-
ature di↵erences Aobs vs. global-average equilibrium tempera-
ture from observations of transiting, low-eccentricity hot Jupiters.
Here we define the global-average equilibrium temperature, Teq =
[F?/(4�)]1/4, where F? is the incoming stellar flux to the planet
and � is the Stefan-Boltzmann constant. Solid points are from
the full-phase observations of Knutson et al. (2007, 2009b, 2012)
for HD 189733b, Crossfield et al. (2012); Zellem et al. (2014) for
HD 209458b, Knutson et al. (2009a) for HD 149026b, Wong et al.
(2015a) for WASP-14b, Wong et al. (2015b) for WASP-19b and
HAT-P-7b, and Cowan et al. (2012) for WASP-12b. The error bars
for WASP-43b (Stevenson et al. 2014) and WASP-18b (Nymeyer
et al. 2011; Maxted et al. 2013) show the lower limit on Aobs from
the nightside flux upper limits (and hence fractional temperature
di↵erence lower limits). See Appendix A for the data and method
utilized to make this figure. There is a clear trend of increasing
Aobs with increasing equilibrium temperature, and hence dayside-
nightside temperature di↵erences at the photosphere are greater
for planets that receive more incident flux.

Despite the proliferation of GCM investigations, our
understanding of the underlying dynamical mechanisms
controlling the day-night temperature di↵erences of hot
Jupiters is still in its infancy. It is crucial to empha-
size that, in and of themselves, GCM simulations do
not automatically imply an understanding: the under-
lying dynamics is often su�ciently complex that careful
diagnostics and a hierarchy of simplified models are of-
ten necessary (e.g., Held 2005; Showman et al. 2010).
The ultimate goal is not simply matching observations
but also understanding physical mechanisms and con-
structing a predictive theory that can quantitatively ex-
plain the day-night temperature di↵erences, horizontal
and vertical wind speeds, and other aspects of the circu-
lation under specified external forcing conditions. Taking
a step toward such a predictive theory is the primary goal
of this paper.

The question of what controls the day-night temper-
ature di↵erence in hot Jupiter atmospheres has been a
subject of intense interest for many years. Most stud-
ies have postulated that the day-night temperature dif-
ferences are controlled by a competition between radi-
ation and atmospheric dynamics—specifically, the ten-
dency of the strong dayside heating and nightside cool-
ing to create horizontal temperature di↵erences, and the
tendency of the atmospheric circulation to regulate those
temperature di↵erences by transporting thermal energy
from day to night. Describing this competition using a
timescale comparison, Showman & Guillot (2002) first
suggested that hot Jupiters would exhibit small frac-
tional dayside-nightside temperature di↵erences when
⌧adv ⌧ ⌧rad and large fractional dayside-nightside tem-
perature di↵erences when ⌧adv � ⌧rad. Here, ⌧adv is

the characteristic timescale for the circulation to advect
air parcels horizontally over a hemisphere, and ⌧rad is
the timescale over which radiation modifies the thermal
structure (e.g., the timescale to relax toward the local ra-
diative equilibrium temperature). Since then, numerous
authors have invoked this timescale comparison to de-
scribe how the day-night temperature di↵erences should
depend on pressure, atmospheric opacity, stellar irradia-
tion, and other factors (e.g., Cooper & Showman 2005;
Showman et al. 2008b, 2009; Fortney et al. 2008; Lewis
et al. 2010; Rauscher & Menou 2010; Cowan & Agol 2011;
Menou 2012; Perna et al. 2012; Ginzburg & Sari 2015).

One would expect that hot Jupiters have short advec-
tive timescales due to their fast zonal winds. This is
observationally evident from phase curves from tidally-
locked planets with ⌧adv ⇠ ⌧rad, which consistently show
a peak in brightness just before secondary eclipse. This
indicates that the point of highest emitted flux (“hot
spot”) is eastward of the substellar point (the point of
peak absorbed flux), due to downwind advection from a
superrotating1 equatorial jet (Showman & Polvani 2011).
The full-phase observations of HD 189733b (Knutson
et al. 2007), HD 209458b (Zellem et al. 2014), and
WASP-43b (Stevenson et al. 2014) show hot spot o↵sets.
These o↵sets agree with those predicted from correspond-
ing circulation models (Showman et al. 2009; Kataria
et al. 2015). Hence, we have observational confirmation
that hot Jupiters have fast (⇠ kilometers/second) zonal
winds.

As discussed above, fast zonal winds are a robust fea-
ture of hot Jupiter general circulation models (GCMs),
and notably also exist when the model hot Jupiter has
a large eccentricity (Lewis et al. 2010; Kataria et al.
2013). However, these circulation models show a range
of dayside-nightside temperature di↵erences, showing no
clear trend with wind speeds. Perna et al. (2012) ex-
amined how heat redistribution is a↵ected by incident
stellar flux, showing that the nightside/dayside flux ra-
tio decreases with increasing incident stellar flux. This
trend is akin to the observational trend shown in Fig-
ure 1. This trend was explained in Perna et al. (2012) by
calculating the ratio of ⌧adv/⌧rad, which increases with
incident stellar flux in their models.

As pointed out by Perez-Becker & Showman (2013),
there exist several issues with the idea that a timescale
comparison between ⌧adv and ⌧rad governs the amplitude
of the day-night temperature di↵erences. First, although
it is physically motivated, this timescale comparison has
never been derived rigorously from the equations of mo-
tion; as such, it has always constituted an ad-hoc albeit
plausible hypothesis, as opposed to a theoretical result.
Second, the comparison between ⌧adv and ⌧rad does not
include any obvious role for other timescales that are
important, including those for planetary rotation, hori-
zontal and vertical wave propagation, and frictional drag
(if any). These processes influence the circulation and
thus one might expect the timescale comparison to de-
pend on them. Third, the comparison is not predictive—
⌧adv depends on the horizontal wind speeds, which are
only known a posteriori. Hence, it is only possible to

1 Superrotation occurs where the zonal-mean atmospheric circu-
lation of a planet has a greater angular momentum per unit mass
than the planet itself at the equator.

Komacek & Showman (2016)
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…Explained by atmospheric dynamics
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Figure 3. Equirectangular maps of steady-state geopotential (gh) contours for the equilibrated solutions of the shallow-water model for a fractional forcing amplitude
of ∆heq/H = 1. We have subtracted the constant value of gH = 4 × 106 m2 s−2 from each panel. Overplotted are vector fields of the steady-state winds. Each panel
in the grid was computed for a different combination of radiative and drag timescales, τrad and τdrag, expressed in Earth days. Panels share the same scale for the
geopotential, but wind speeds are normalized independently in each panel. The substellar point is located at the center of each panel, at a longitude and latitude of
(0◦, 0◦). Short radiative timescales result in steady-state gh profiles dominated by stellar forcing with a hot dayside and a cold nightside (see Equation (3)), while the
atmosphere relaxes to a constant gh for long values of τrad. In contrast, the dependence of gh on τdrag is weaker. The atmospheric circulation shifts from a zonal jet
pattern at long τrad and τdrag to day-to-night flow when either τrad or τdrag is reduced, as explained in detail in Showman et al. (2013a).
(A color version of this figure is available in the online journal.)

The models in Figure 3 capture major transitions in both
the structure of the flow and the amplitude of the day–night
thickness contrast. When τrad is longer than one Earth day,
longitudinal gradients of gh are small. If τdrag is also long
compared to a day, the circulation primarily consists of east-
west-aligned (zonal) flows varying little in longitude (upper
right corner of Figure 3). Despite the lack of longitudinal
variation, such models exhibit an equator-pole gradient in
gh, albeit with an amplitude that remains small compared
to the radiative-equilibrium gradient. When τrad is long but
τdrag is short, winds flow from the dayside to the nightside
over both the eastern and western hemispheres, and gh varies
little in either longitude or latitude (lower right corner of
Figure 3). Intermediate values of τrad (e.g., ∼ 1 day; middle
column of Figure 3) lead to flows with greater day–night
temperature differences and significant dynamical structure,
including zonal-mean zonal winds that are eastward at the
equator (i.e., equatorial superrotation). In contrast, when τrad
is short (left column of Figure 3), the geopotential amplitude

and morphology closely match the radiative forcing profile: a
spherical bulge on the hot dayside and a flat, cold nightside
(see Equation (3)). The circulation consists of strong airflow
from day to night along both terminators. Showman & Polvani
(2011) and Showman et al. (2013a) showed that much of the
wind behavior in Figure 3 (and in many published 3D global
circulation models of hot Jupiters) can be understood in terms
of the interaction of standing, planetary-scale waves with the
mean flow.

Many of the characteristics of the full solution can be under-
stood by studying the model under weak forcing (∆heq/H ≪ 1).
In this limit, the day–night variations in hare much smaller than
H, and terms in the shallow-water equations exhibit their linear
response. For example, the term ∇ · (v h) in the continuity equa-
tion will behave approximately as H∇ · v . The balance between
H∇ · v and Q in the continuity equation is linear. If the bal-
ance in the momentum equation is also linear, then wind speeds
v and amplitudes of h-variation should scale linearly with the
forcing amplitude ∆heq/H . In Figure 4 we present solutions of

5

Perez Becker & Showman (2016)T % ) ⌧rad &



T % ) ⌧rad &

What implications for transit spectroscopy?
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Caldas, Leconte, et al. (A&A, 2019)
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Temperature maps for GJ1214b (transit photosphere)

3D approach

Caldas, Leconte, et al. (A&A, 2019)

Opening angle of the transmission region (limb)



Caldas, Leconte, et al. (A&A, 2019) 
Falco et al. (A&A, 2021) alias COVID GUY

Need a 3D radiative transfer tool

Pytmosph3R



WASP-121b

Water disappears on the dayside!

What if there is also a chemical day-night contrast



What if there is also a chemical day-night contrastResults: 3D transmission spectra

4EPSC-DPS 2019, Gevena 9/16/2019

H2O constant

Without CO

H2O variable

Without CO

William Pluriel

Pytmosph3R, Caldas et al. (2019)
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Results: Biases between 3D & 1D models

5EPSC-DPS 2019, GevenaWilliam Pluriel 9/16/2019

Pluriel et al., in prep

Temperature retrieved [CO]/[H2O] ratio retrieved

Ø When water dissociate, night side temperature retrieved
Ø Data strong biased towards higher CO over H2O ratio

Ø Even bigger effects when H2 dissociation taken into account

1D model TauRex, Waldmann et al. (2015)

Pluriel et al. (A&A, 2020)


